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PREFACE

Although “dispersal of computer power’ is currently a popular phrase,
minicomputers have been dispersing computer power for more than 8
years. Sophisticated users were quick to find the minicomputer an attractive
alternative to waiting in line for a batch processing system. Minicomputers
are notonly cheaper and faster than their general-purpose cousins, but also
technologically more advanced. New technology adds more power, lowers
costs, and increases markets. Because they were first used in process
control applications, in laboratories, and for communications, minicom-
puters are real-time and on-line oriented. After 8 years, the marginal manu-
facturers have been shaken out; only well-managed companies that pro-
duce substantial products remain.

This AUERBACH Guide to Minicomputers presents an introduction to
minicomputers and a system overview of the major minicomputers on the
market today. Some manufacturers, such as Digital Equipment, produce
two or three lines of minis. Others produce only one broad line. Generally
the minicomputer manufacturers call themselves “‘toolmakers.” They pro-
duce the hardware and software tools that others use to solve problemsin a
particular application.

The AUERBACH Guide to Minicomputers presents information in several
levels of detail. Special individual reports devoted to general-purpose
minicomputers, microcomputers, and microprocessors and process con-
trol systems explain how to evaluate and select your own system. Each
major minicomputer and some minor ones are covered in a separate analyt-
ical report.

You can look through the Table of Contents for a system which interests
you. If you want a quick view of the minicomputers available on today’s
market, check the search chart. For more detailed information on a particu-
tar manufacturer's components, go to the individual product reports. A
price list is included as part of each report. When you have evaluated the
minicomputers and selected the ones that seem most likely to fulfill your
needs, consult the list of suppliers for addresses and phone numbers.

This selection guide presents the following information:
® Device Reports
— Text: describes characteristics of various minicomputer systems.
Each product report begins with a summary and then discusses
configuration, software, design features, performance, maintenance
and company history.
— Product Specifications: a chart that summarizes information on the
components’ performance, capacity and design.
— Price Data: price list of equipment supplied.
® Search Chart — provides a quick way to compare the minicomputers
covered in the product reports. Lists major processor features,
peripheral devices and programming languages for all minicomputers
available on the market. The reports are a selection of this material.
® Suppliers: — an alphabetical directory of vendors.



PREFACE (Cont)

To use the guide effectively, it is important to know what information is
contained in each product report. Separate sections discuss a device’s
advantages and marketing, configuration possibilities, facilities require-
ments, performance characteristics, and service. The company’s
background is also covered.

The Summary or Overview gives the name of the company marketing the
system, its special capabilities or unique features, and their significance to
the user, as well as the user group most likely to benefit from a particular
minicomputer. The Performance section evaluates the system’s competi-
tive position, performance capabilities, special strengths and weaknesses,
and its impact on other systems in the marketplace. Users are interviewed to
show how effective the system is in operation. The company history is also
included, telling the date the firm was established and its major business,
and noting the growth of its minicomputer line.

The Configuration Guide identifies the major system components, states
their performance and interface requirements, and lists available options.
This section also gives information on capacities of main and auxiliary
storage, data structure and speeds of input/output devices.

The Software section identifies the major software available to the
minicomputer under consideration. This includes discussions of the appli-
cations software offered by the vendor.

Since maintenance is anotherimportant aspectin selecting a minicompu-
ter, a section of each report specifies the company providing maintenance
and its experience.

For selected major minicomputer systems, the Guide to Minicomputers
includes the Detail Report that also appears in the General-Purpose
Minicomputers segment of the updated AUERBACH Computer Technology
Reports library service. The Detail Report provides expanded informationin
the following areas: mainframe, memory, input/output control, peripherals,
data communications and software.
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A

ACEC (See Ateliers de Constructions
Electriques de Charleroi)

AEG-TELEFUNKEN (See Allgemeine
Elektricitats-Gesellschaft Telefunken)

Al DENSH! SOKKI COMPANY LTD
44

Shiraitodai 2-chome
Fuchu-shi
Tokyo 183. Japan

AMERICAN MICROSYSTEMS INC (AMI)
3800 Homestead Rd
Santa Clara CA 95051
(408) 246-0330

APPLIED COMPUTING TECHNOLOGY
I

17961 Sky Park Circle
Irvine CA 92707
(714) 557-9972

APPLIED DATA COMMUNICATIONS
1509 E McFadden Ave
Santa Ana CA 92705
(714) 547-6954

APPLIED SYSTEMS CORP
26401 Harper
St. Clair Shores MI 48081
(313) 779-8700

ARCTURUS ELECTRONICS LTD
Holland Way
Blandford Forum, Dorset, England

A/S NORSK DATA-ELECTRONIKK
PO Box 163
Okerveien
Oslo 5 - Norway

B
BROWN-BOVERT & CIE AG

Haselstrasse CH-5401
Baden, Switzerland

BURNT-HILL ELECTRONICS LTD
88 Burnt Hill Rd-Lower Bourne
Franham, Surrey, England

C
CANON INC
30-2 Shimomaruko 3-chome
Ota-ku

Tokyo 144, Japan
CDC (See Control Data Corp)
CHU(Z)1 ELECTRONICS CO LTD

Motohongo-cho
Hachioji-ski
Tokyo 192, Japan

Cll(See Compagnie Internationale Pour
I"Informatique)

CINCINNATI MILACRON CO
Mason-Morrow Rd
Lebanon OH 45036
(513) 459-5349

COMPUTER AUTOMATION INC
18651 Von Karman St
Irvine CA 92664
(714) 833-8830

COMPUTER SIGNAL PROCESSORS
INC
209 Middlesex Turnpike
Burlington MA 01803
(617) 272-6020

COMsltJTI%R TECHNOLOGY LTD (CTL)
H2m02| H%mpstead, Herts HP2 7EQ
England
(0442) 3272

CONTROL DATA CORP
CORPORATE HEADQUARTERS
8100 S. 34th Ave
Minneapolis MN 55440
(612) 853-8100

CONTROL LOGIC INC
Nine Tech Circle
Natick MA 01760

(617) 655-1170

CRAMER ELECTRONICS INC
85 Wells Ave
Newton MA 02159
(617) 969-7700

D

DATA ARCHITECTS INC
460 Totten Pond Rd
Waltham MA 02154

(617) 890-7730

DATA GENERAL CORP
Rte 9

Southboro MA 01772
(617) 485-9100

DATA NUMERICS INC
141-A Central Ave
Farmingdale NY 11735

(516) 293-6600

DATASAAB (See Saab-Scania)

DIETZ & CO (See Heinrich Dietz
Industrie-Elecktronik)

DIGICO LTD
St. Michaels House, Norton Way S
Letchworth, Herts, England

DIGITAL COMPUTER CONTROLS
12 Industrial Rd
Fairfield NJ 07006
(201) 575-9100

DIGITAL EQUIPMENT CORP
HDQTRS

146 Main St Bldg PK3-1
Maynard MA 01754
(617) 897-5111

DIGITAL LABORATORIES
377 Putnam Ave
Cambridge MA 02139
(617) 876-6220

DIGITAL SCIENTIFIC CORP
11455 Sorrento Valley Rd
San Diego CA 92121
(714) 453-6050

E

ELBIT COMPUTERS LTD
86-88 Hagiborim St -
Haifa, Israel

ELECTRONIC ASSOCIATES INC
185 Monmouth Pkwy
W. Long Branch NJ 07764
(201) 229-1100

ELECTRONIC PROCESSORS INC
5050 S. Federal Bivd
Englewood CO 80110
(303) 761-8540

F

FABRI-TEC
5901 S. County Rd 18
Minneapolis MN 55436
(672) 935-8811

FAIRCHILD SEMICONDUCTOR
464 Ellis St
Mountain View CA 94040
(415) 962-5011

FERRANTI PACKARD LTD

ELECTRONICS DIV
121 Industry St
Toronto 15, Ontario, Canada
(416) 762-3661

FOXBORO COMPANY
DIGITAL SYSTEMS DIV

38 Neponsat Ave
Foxboro MA 02035
(617) 543-8750

FUJITSU LTD
680 Fifth Ave
New York NY 10019
(212) 265-5360

FUJITSU LTD
2-8 Marunouchi, Chiyoda-Ku
Tokyo, Japan

G

GEC COMPUTERS LTD
Elstree Way
Herts WD61RX, England
01-953-2030

GENERAL AUTOMATION INC
1055 S. East St
Anaheim CA 92805
(714) 778-4800

GENERAL INSTRUMENT CORP
MICROELECTRONICS DIV
600 W. John St
Hicksville NY 11802
(516) 733-3000

GRI COMPUTER
320 Needham St
Newton MA 02164

(617) 969-0800

GTE INFORMATION SYSTEMS
ne Stamford Forum
Stamford CT 06940
(203) 357-2000

H

HARRIS CORP

COMPUTER SYSTEMS DIV
1200 NW 70th St
Fort Lauderdale FL 33307
(305) 974-1700
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HEINRICH DIETZ

INDUSTRIE-ELECKTRONIK
D-4330 Mulheim a.d. Ruhr 13
Solinger Strasse 9
West Germany

(02133)48 50 24

HEWLETT-PACKARD CO
HEADQUARTERS
1501 Page Mill Rd
Palo Alto CA 94304
(415) 493-1501

HITACHI AMERICA LTD
U.S.A. OFFICE
NEW YORK HEAD OFFICE
437 Madison Ave

New York NY 10022
(212) 758-5420

HOKUSHIN ELECTRIC WORDS LTD
30-1 Shimomaruko 3-chome
Ota-ku, Tokyo 144, Japan

HOLLINBECK ENTERPRISES
MICROLOGIC SYSTEMS
12 Walden
Burnsville MN 55337
(612) 890-0983

H&%EYWELL INFORMATION SYSTEMS
COMPUTER CONTROL DIV

Old Connecticut Path
Framingham MA 01701
(617) 879-2600

|
IBM (See Int’l Business Machines Corp)

ICS(See Information Computer Systems
Ltd)

INDUSTRIE ELETTRONICHE
ASSOCIATE SPA
AUTOMATION DIVISION, VIA

TIBURTINA KM
PO Box 7083
00100 Rome, Italy

INFORMATEK SA

Zone Industrielle de Bures Yvette
BP 12, Arsay. France

INFORMATION COMPUTER SYSTEMS

LTD
19 Marylebone Rd
London NW1, England

INTEL CORP
3065 Bowers Ave
Santa Clara CA 95051
(408) 246-7501

INTERDATA INC
2 Crescent Pl
Oceanport NJ 07757
(201) 229-4040

INTERNATIONAL BUSINESS
MACHINES CORP

DATA PROCESSING DIV
1133 Westchester Ave
White Plains NY 10604
(914) 696-1900

INTERTECHNIQUE SA
B.P. N

P.No 1
78 Plaisir, Seine. France

ITT
DATA EQUIPMENT & SYSTEMS DIV
157 E. Union Ave
E. Rutherford NJ 07073
(201) 935-3517

K

KERONIX CORP
COMPUTER PRODUCTS DIV
1752 Cloverfield Bivd
Santa Monica CA 90404
(213) 829-3594

KRANTZ COMPUTER
171-175 Julicher Strasse PO 830
Aachen. West Germany D-5100

KRUPP ATLAS-ELECTRONIK
28 Bremen 44
Sebalsbrocker Heerstrasse 235
Postfach 448545
West Germany

L
LEEDS & NORTHROP

Sumney Town Pike
North Wales PA 19454
(215) 643-2000

LOCKHEED ELECTRONICS CO

DATA PRODUCTS DIV
6201 E. Randolph St
Los Angeles CA 90040
(213) 722-6810

M
MARMESA

26-28 rue Sedaine
750-11 Paris, France
700.37.17, 700.80.51

MARTIN RESEARCH
3336 Commercial Ave
Northbrook IL 60062

(312) 498-5060

MATSUSHITA COMMUNICATION
INDUSTRIAL CO LTD

880 Tsunashima-cho

Kohoku-ku

Yokohama 222, Japan

MB-METALS LTD
Victoria Rd. Portslade
Sussex BN4 1Y4, Enaland

MICRO COMPUTER MACHINES INC
133 Dalton St
PO Box 310
Kingston, Ontario
Canada

MICRO COMPUTER SYSTEMS LTD
Boundary Rd
Woking, Surrey, England

MICRO CONSULTANTS LTD
70 Croydon Rd
Caterham, Surrey, England

MICRODATA CORP
17481 Red Hill Ave

Irvine CA 92705
(714) 540-6730

MICROKIT INC
2180 Colorado Ave
Santa Monica CA 90404
(213) 828-1722

MITS
6328 Linn NE
Albuguergue NM 87108
(505) 265-7553

MITSUBISHI ELECTRIC CO
ELECTRONICS DIV
12, 2-chome, Marunouchi
Chiyoda-Ku, Tokyo, Japan

MODCOMP (See Modular Computet
Systems)

MODULAR COMPUTER SYSTEMS
1650 W. McNab Rd
Fort Lauderdale FL 33309
(305) 974-1380

MONOLITHIC MEMORIES
1165 E. Arques Ave
Sunnyvale CA 94086

(408) 739-3535

MOTOROLA INC
SEMICONDUCTOR PRODUCTS DIV
PO Box 20912
Phoenix AZ 85036
(602) 244-6900

MYCRO-TEK INC
6631 E. Kellogg
Suite 214
Wichita KS 67207
(316) 265-5277

N

NATIONAL SEMICONDUCTOR CORP
2900 Semiconductor Dr
Santa Clara CA 95051
(408) 732-5000

NIHON ICL MACHINERY CO LTD

102 Kyomachibori 5-chome
Nishi-ku, Osaka 550, Japan

NORD (See A/S Norsk Data-Electronikk)

NUCLEAR DATA INC
Golf & Meacham Rds
Schaumburg IL 60172

(312) 884-3600

NV PHILIPS ELECTROLOGICA
NEDERLAND
TIME SHARING DIV

Mariahove, De Horst 4
The Hague. Netherlands

(o)

OKI ELECTRIC INDUSTRY CO LTD
10 Shiba Kotohira-Cho
Mimami-ku, Tokyo 105, Japan

ORDO (See Societe des
Ordoprocesscurs)

P

PCS (PROCESS COMPUTER
SYSTEMS
5467 Hill 23 Dr
Flint MI 48507
(313) 767-8920

PHILIPS ELECTROLOGICA (See NV
Philips Electrologica)
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PLESSEY MICROSYSTEMS
1674 McGaw Ave
Irvine CA 92714
(714) 540-9945

PRIME COMPUTER INC
PO Box 2
145 Pennsylvama Ave
Framingham MA 01701
(617) 879-2960

PRO-LOG CORP
2411 Garden Rd
Monterey CA 93940

(408) 372-4593

R

R2E MICRAL MICROCOMPUTERS
38 Garden Rd
Wellesley Hills MA 02181
(617) 235-8830

RAYTHEON DATA SYSTEMS CO
1415 Boston-Providence Tpk
Norwood MA 02062

(617) 762-6700

RCA CORP
SOLID STATE DIV
Rt 202
Somerville NJ 08876
(201) 722-3200

REGNECENTRALEN SCANDINAVIAN
INFO PROCESSING SYSTEM

Hovedvejen 9
DK-2600 Gloustrup, Denmark

RICOH CO LTD
3-6 Nagamagome 1-chome
Ota-ku
Tokyo 143, Japan

ROCKWELL INTERNATIONAL
MICRO-ELECTRONICS DEVICES DIV
3310 Miraloma Ave
Anaheim CA 92803
(714) 632-8111

S

SAAB-SCANIA AB
EUROPEAN HDQTRS
DATASAAB DIV

S-581 88 Lmkopmg (Sweden)
013-11 15 00

SCIENTIFIC MICRO SYSTEMS
520 Clyde Ave
Mt. View CA 94043
(415) 964-5700

SELENIA (See Industrie Electtroniche
Associate SPA)

SIEMENS CORP
186 Wood Avenue S

Iselin NJ 08830
(201) 494-1000

SIGNETICS CORP
811 E. Arques St
Sunnyvale CA 94086

(408) 739-7700

SOCIETE DES ORDOPROCESSEURS
28 Rue Maurice-Tenine
94 Fresnes, France

SYSTEMS ENGINEERING

LABORATORIES
6901 W. Sunrise Blvd
Fort Lauderdale FL 33313
(305) 587-2900

T
TAKACHIHO KOHEKI CO LTD

27 Komatsubara-machi
Kita-ku
Osaka 530, Japan

TEAC CORP
7-3 Naka-cho 3-chome
Musashino-shi
Tokyo 180, Japan

TELEFUNKEN COMPUTER GmbH
FACHBEREICH

INFORMATIONSTECHNIK
775 Konstanz BW, West Germany
Bucklestrasse 1-5

TELEMECANIQUE SA
DEPT INFORMATIQUE INDUSTRIELLE

33 Avenue de Chatou
92 Rueil, France
(01) 967-2530

TEXAS INSTRUMENTS INC
HDQTRS

PO Box 1444

12201 SW Freeway

Houston TX 77001
(713) 494-5115

THREE PHOENIX CO
10632 N. 21st Ave
Phoenix AZ 85029

(602) 944-2221

TOSHIBA AMERICA INC
280 Park Ave
New York NY 10017
(212) 557-0200

TOSHIBA AMPEX CO LTD
555 Toriyama-cho
Kohoku-ku
Yokohama-shi
Kanagawa-ken 222, Japan

TRANSITRON ELECTRONIC CORP
MICROCOMPUTER DIV
168 Albion St
Wakefield MA 01880
(617) 245-4500

v

VARIAN DATA MACHINES
2722 Michelson Dr
Irvine CA 92664
(714) 833-2400

w

WARNER & SWASEY CO (COMSTAR)
30300 Solon Industrial Pkwy
Solon OH 44139
(216) 368-6200

WESTERN DIGITAL CORP
19242 Red Hill
Newport Beach CA 95051
(714) 557-3550

WESTINGHOUSE ELECTRIC CORP
COMPUTER & INSTRUMENT DIV
2040 Ardmore Blvd
Pittsburgh PA 15221
(412) 256-5583

WINTEK CORP
902 N. 9th St
Lafayette IN 47904
(317) 742-6802

X

XEROX CORP

701 S. Aviation Blvd
El Segundo CA 90245
(213) 679-4511

Y

YASUKAWA ELECTRIC MFG CO LTD

(Yasukawa Denki Seisakusho)
Otemachi Bldg
6-1 Otemachi
1-chome, Chiyoda-ku
Tokyo, Japan

Z
ZUSE KG

Grosse Industrie Strasse 19-21-D
Bad Hersfeld, West Germany






PRODUCT CLASS REPORT

Process Control

AUERBACH Guide to . . .
MINICOMPUTERS

OVERVIEW

Process control is the automatic handling of matter or
energy. and its modification by chemical or physical
means to yield the products or results desired at a profit.
Process control computers are electronic digital com-
puters functioning in a process control environment. (The
term process control itself is somewhat redundant. inas-
much as process implies control; we therefore will speak
of a control computer.)

Digital computers were first applied to the automatic
control of industrial processes in 1958. Early applications
included chemicals, steel, petroleum refining. paper, elec-
tric power. and cement. Current uses ar¢ in satellite con-
trol. missile launches, pipelines, intensive care hospital
units. television networks. data acquisition-reduction
systems, automatic testing, bridge and traffic control.
food packaging, postal cancellation, and laboratory au-
tomation. In each instance. the introduction of the clec-
tronic digital computer began a trend away from older,
more manual forms of control such as human resources,
controllers. data loggers. and analog computers. As
processes became more complex and instruments more
numerous. human operators were inundated with infor-
mation. Digital computers have had an enormous effect
on such systems, primarily because they can handle large
amounts of information with far greater speed, accuracy,
and flexibility than has previously been possible.

Computers used in the control of industrial processes
are similar to business and scientific computers in that
they benefit from technological advances such as in-
tegrated circuits. Control computers differ from their
siblings in that they are more compact. cost less. can ac-
cept input directly from the process. and must operate
continuously in most adverse conditions. For example, a
business computer usually lives in a temperature- and air-
controlled. dust-free environment. A control computer
must withstand extreme ranges of temperature and hu-
midity and often must ignore vibrations caused by ncarby
heavy machinery.

Business and scientific computers differ from control
computers in the thought and planning preceding their in-
stallation. Control computer installations depend on a
great deal of advanced engineering and analysis of hard-
ware and applications software for design, installation,
and programming. In most cases, advanced mathematical
models are made by system engineers to determine the
exact configuration to explore the range of operations and
to exploit potential operational improvements. Planning
generally consumes more than two years prior to installa-
tion. Once installed, the control computer must function
almost immediately in an error-free manner. Experience
has shown that success in a given installation is directly
proportional to the size of the user’s planning team, not to
the vendor’s support.

Such thorough planning is not the norm in a business or
scientific environment where debugging may take up to 6

months or even longer before efficient processing occurs.
The primary reason for this vast difference in planning
techniques is that rerun time doesn’t exist for a process
that is on-line 24 hours a day.

Control applications can be discrete. continuous, semi-
continuous, or batch and can be serviced by a single com-
puter or a myriad of computers linked in a plantwide
system. Functions can include the allocation of tasks to
and the control of lesser computers: raw material opera-
tions: inventory maintenance; materials scheduling: fu-
ture orders: and utilization of equipment capacity.

The components of a control system are basically the
same as those of a business or scientific computer system:
a main memory unit to store programs and data; a control
unit to direct computations and switching; an arithmetic
unit to perform calculations; and input-output units to
communicate with the computer. In business and scientif-
ic computers as well as control computers, the control unit
plus the arithmetic unit is called the central processing
unit.

Unlike a business or scientific computer system, how-
ever, a control computer system is connected directly to
sensing devices which measure product qualities, raw ma-
terial characteristics, temperatures, flows, pressures, and
other process conditions. Various signal converters
change the signals from these sensing devices into a digital
form that is usable by the computer. The devices or posi-
tioners in the process receive signals from the computer
relayed through analog controllers; or in some cases,
analog controllers are omitted and the computer is con-
nected directly to control devices or actuators for direct
digital control (DDC). In a DDC system, the elimination
of conventional instruments and control equipment
offsets the cost of the computer equipment. A disadvan-
tage is that manual control is harder to invoke in the event
of computer malfunction.

Human intervention occurs through input-output
equipment. An operator can communicate with the com-
puter by using pushbuttons, switches, knobs, typewriter
keyboards, video display screens, and punched paper tape
or cards. The computer communicates with the operator
through alarm buzzers, horns, lights. digital indicators,
typewriter printouts, and video displays. Although the
degree of difficulty varies, almost every control computer
can be bypassed by the operator to take direct readings
from sensors or to enter changes in the process through
analog controllers or manual adjustment of control
devices.

Figure 1 depicts a digital computer control system. In-
dustrial process control developed before business and sci-
entific computer control, and Figure 1 shows the
similarities of concept in input and output. Not shown in
Figure | are computer concepts once though to have only
commercial or scientific application that are now finding
their way into process control technology. For example,
information storage and retrieval methods have much to
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Figure 1. Digital Computer Control System

offer in the creation and maintenance of a system data
base: time sharing has become commonplace: compilers,
report generators. and batch processing techniques are all
appearing in today’s control computer systems.

FORMS OF CONTROL

In the most elementary control applications. the com-
puter is not connected to the process but functions as an
extension of instrumentation to collect and record
process data. which is entered manually and interpreted
by the operator. In its more advanced functions. howev-
er. the control computer is connected dircctly to the
process and is part of a total system of control. Ad-
vanced functions range from the output of explicit in-
structions for an operator to follow (open-loop system)
to complete automatic control of the process (closed-
loop system). The relationships in the open-loop and
closed-loop system appear in Figure 2.
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An advanced form of closed-loop control is optimized
control. The objective of an optimized system 1S to
achieve the best or most desirable operating conditions
while also controlling ultimate goals such as production
costs. yields, or efficiencies. The computer takes into
consideration all significant variables. calculates the best
process conditions. and applies the integrated control
changes necessary to achieve the most desirable pertform-
ance. This type of control is particularly appropriate for
continuous processes in which many variables interact
simultancously. Optimized control. for example. can be
used to achieve the most profitable product mix from a
given input of raw materials.

CONTROL COMPUTER CONCEPTS

There are three main categories of tasks that a control
computer can perform: supervisory functions. control
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tunctions. and recording and reporting. In the supervisory
role. the computer collects data and provides it in an accu-
rate and timely form to the operators. In its control func-
tion, the computer calculates control action to be per-
formed and cither executes the control itself (closed-loop)
or advises the operator of the action to be taken (open-
loop). Recording and reporting is primarily used by man-
agement to promote closer control.

The tasks performed and the general information flow
is depicted in Figure 3.

Supervisory Functions

Supervisory functions include process monitoring. in-
direct measurement, and logging and alarming.

Monitoring. Monitoring is necessary to define the
conditions in the processing system. It is accomplished
by determining the status of the instruments and process
variables. the equipment. and the product. The status of
the sensing instruments is determined by scanning on a
fixed time schedule. by a signal from the process itself,
or on demand either by the operator or by the control
program. The frequency of scanning is commensurate
with the use of the scanned data and the dynamic charac-
teristics of the unique process. Scanning also involves the
discernment of out-of-limit conditions. This can involve
screening out wild or erratic readings by taking compari-
son readings from similar instruments in a different
place.

Data from the process instruments is converted to dig-
ital form prior to its entry into the computer; the com-
puter software is responsible tor transforming the data
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into meaningful units such as gallons per minute or
degrees centigrade. Such conversions arc accomplished
cither by conversion tables stored in main memory or by
calculation through use of a suitable routine. Modifica-
tion required by a change of instruments, instrument re-
scaling, or correction of various factors is accomplished
by reprogramming rather than equipment modification
of the control system. This versatility is a significant
characteristic of the control computer.

Data from the process instruments can be further
refined by data substitution, correction, calibration,
compensation, smoothing, curve fitting, integration, and
differentiation. Techniques such as these are generally
performed by software routines.

The monitoring of equipment status prevents mistakes
that could result in injury, severe equipment damage, or
material losses by preventing (closed-loop) or guarding
against (open-loop) forbidden combinations of valve set-
tings. motor conditions. and so forth. Equipment moni-
toring of this type is standard in most control computer
environments.

To determine the status of the products, the computer
receives information on product quantity and quality ci-
ther from the on-line process or from data entered
manually by way of input devices such as the video
display.

Indirect Measurement. Another major function of
a control computer is to indirectly determine un-
measurable quantities by computation from other vari-
ables which are measured. Variables may be un-
measurable because the cost of sensing instruments is
prohibitively high. relevant on-line sensing instruments
are unavailable, the process noise at the desired
measurement points is excessive, or the variable is a
quantity that cannot be directly measured. Efficiency is
an example of such a variable. Calculated variables are
valuable as data for further calculations associated with
the control functions of the computer and as necessary
input to process-analysis studies.

Logging and alarming. The control computer can
present information gathered through the monitoring
and indirect measurement of the process through logging
and alarming functions. (These are different from
reporting and recording, which are discussed later.)

Logging is a data acquisition function that can be pe-
riodic (continuous analog signals) or non-periodic
(chromatographs operating asynchronously with the con-
trol system). Information that is logged can be output on
a fixed schedule. in a response to an operator inquiry, as
an exception report. or as a result of an event in the
process. The form and content of the report are cs-
tablished and modified by software. Generally logs are of
two varieties: One presents information directly needed
for the operation of the process whereas the other
provides sclected data for supervisory personnel.
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Averages or exceptions, for example. have meaning for
planning but not for direct control of the process.
Logged information is communicated by means of type-
writers, video display units. and plotters.

An alarm system immediately communicates to an op-
crator that an out-of-limit condition has occurred in ei-
ther a process variable or a piece of equipment. An
alarm can be a light, a typed red warning message, a
buzzer, a4 horn. or a video display. Predetermined emer-
geney situations can be immediately and automatically
handled by corrective action by the control computer if
it is configured with the appropriate devices.

Control Functions

Computer control can regulate process variables at a
desired value, carry out a schedule or a sequence of
predetermined process actions, and optimize processes.

Regulation. Regulatory control adjusts set points of
local analog subsystems. The control can be feedback.,
feedforward, or multivariable. Feedback control can reg-
ulate an output variable that is measured indirectly.
Feedforward control gathers information, anticipates.
and counteracts possible upsets to the system. Mul-
tivariable control simultancously manipulates several
input variables to produce a desired output value without
violating process limits. Raw material blending is an ex-
ample of multivariable control.

Standard procedures for regulatory control include the
solution of conversion equations for feedback control,
validation for high-low limits on variables and outputs
(including recognition of reverse reaction response),
output status checks and dynamic adjustment features.
The control computer does not handle all of these
procedures: some are handled by sophisticated process
equipment such as multi-variable controllers and other
instrument units that include integrated computing cir-
cuits. The special purpose process equipment is not only
generally less expensive but also less flexible than the
control computer.

Scheduling and Sequence Control. Scheduling
and sequencing control supervises the flow of materials
through a plant and the events that operate on it. Suc-
cessful operating conditions must be reproduced consist-
ently and uniformly. Scheduling control is limited in its
use because it assumes that other factors are always
cqual and that the same action produces the same results.
Because of its limitations, scheduling control is often
presented to an operator as an open-loop suggestion.

Sequencing control handles the coordination and
serial-control problems of a process. It is used when a
series of predetermined control actions must be carried
out and considerable monitoring and checking must be
done before proceeding from one step to the next in the
sequence. An example of such control is the starting and
stopping of a stcam-boiler and turbine-generator unit.
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Recording and Reporting

Documentation of process information is generally
business-oriented and is part of a management informa-
tion system. Reports include material usage, production.
cost accounting, inventory management, lost-time analy-
sis. maintenance required, equipment performance, quali-
ty control, process analysis, legal records. and information
retricval. The most traditionally business-oriented func-
tion is information retrieval, which requires a large data
base usually stored on a magnetic disc.

Other business-related tasks that can be performed by a
control computer include accounting and clerical jobs,
production planning. and inventory control. These func-
tions are normally cxecuted in a batch environment al-
though occasionally they are done in a time-shared envi-
ronment.

CONTROL COMPUTER HARDWARE

Basic to determining the capabilities of a control system
are the interrelationships and characteristics of its input
and output. arithmetic and control units. main memory.
and priority-interrupt features. Both process and non-
process devices are relevant to a control computer.

Non-process devices such as magnetic disc, drum. tape.
and operator’s console are nceded for operator com-
munication and for storing and retrieving information.
These devices can attach to the system through a direct
memory access (DMA) channel or through a programmed
1/O (P10) channel: high speed devices (disc, drum) con-
nect to DMA and slow-speed devices to PIO. The best
results occur when all devices are buffered. Processor a-
rithmetic speeds. storage access times. instruction execu-
tion times. and maximum data transfer rates are less rele-
vant for control computers than for business and scientific
computers. Although these characteristics are important,
they do not indicate true on-line process control capabili-
ties. Other factors such as reliability are far more impor-
tant.

Central Processor

The processor, through programs stored internally in
main memory. directs the operation of the entire system.
A control system has onc or more processors. Mul-
tiprocessor control systems generally function in a clearly
defined hicrarchy of control or onc processor operates as a
backup for the other in case of failure.

Important features of processor design include word-
size. instruction set, addressing methods, information
transfer rate. and priority interrupt system. These influ-
ence programming, effective computing speeds. and
storage utilization.

Another important feature is the interval timer and
clock. Because this circuitry is often handled by pulse-
counting on input channels, the discussion of the timer ap-
pears later under DIGITAL INPUT CHANNELS.

Information Transfer. The rates for information
transfers between the processor and main memory and
between the input and output channels and devices are
extremely important because they affect the performance
of the overall control computer system. If input-output
facilities are limited it is difficult to use a digital com-
puter cfficiently. Some older systems, for example.
cannot perform parrallel computation with data
transfers. Others do not have a DMA facility. These lim-
itations arc rare for ncwer systems, however.

There are three main ways to enter information into
the system: programmed entry, buffered entry, and
direct entry. Programmed entry in its purc implementa-
tion is the worse possible means of entering data into a
control computer. Input and output cannot be
overlapped with computations because every piece of in-
formation passed into or out of the processor’s storage
proceeds under direct control of program commands.
which of course use processor cycles. Programmed entry
is best used for non-critical data that can be relegated to
a low priority.

Buffered entry is a step above programmed entry.
Buffers are storage registers functioning as “way sta-
tions”": they hold information temporarily until the proc-
¢essor is ready to receive it or the peripheral devices and
channels have time to operate on it. Buffers allow the
processor to proceed with computations after initiating a
command to peripheral units, which then complete the
commands or actions independently of the processor.

The number and size of buffers vary, but the
minimum requirement for a control system is a one-
character or one-word data register plus an input-output
addressing and control register. Buffer registers for each
type of input-output (analog. digital, or logging) provide
complete overlapping of processing. input, and output.

Direct entry is by far the most straightforward means
of data entry because it allows essentially simultaneous
computations and input-output functions. Direct entry
has specific main memory locations associated with the
input and output variables. Transducers or converters
transform inputs to or outputs from digital form. Thesc
functions arc performed independently of the control
programs and require external control circuitry for
switching and timing.

Information flow within the control computer in its

optimum case is depicted in Figure 4.

Word Size. The word is the basic primary unit of
data. Words are generally a sequentially numbered group
of bits. data bits as well as check bits or parity bits.
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(Parity bits are not always used). Words can be fixed-
length or variable-length. Variable-length words are the
most flexible and offer the most efficient means for
specitfying adequate precision in calculations. Fixed-
length words often require double word calculations for
adequate precision.

Instruction Set. The control computer’s instruction
set can reduce the number of “housekeeping™ functions
necessary by providing the right kind of instructions. In-
structions to transfer large variable length blocks of data
between storage units or between memory locations
should be provided. Instructions should perform more
than one operation in a single command. They should
allow direct. indirect. indexed. and immediate address-
ing. The most powerful and precise instruction sets for
process control allow variable length word manipulation
at any desired bit level. Such instructions. hcwever. are
usually bulky and time-consuming to code.

Priority Interrupt. The interrupt system is the
primary vehicle for handling emergencies, accepting in-
termittent data, and interlcaving diversified on-line and
off-line tasks. It allows the processor. upon receipt of an
interrupt signal, to suspend work on the program in
progress. to transfer control to another program, and to
return control to the original program automatically
when the routine is finished. An example of an emer-
gency interrupt is a power-failure interrupt. Important
considerations in a power failure situation are safety to
humans. ecquipment, and data.

Interrupt signals arc caused by electrical impulses or
by switches. Electrical impulses can come from ecither
the computer system or external devices. Switches can be
set manually or by alarm devices or process events.
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In the complex control environment. interrupts must
be serviced according to a clearly defined hierarchy of
priority levels. This can be provided both by equipment
and programming: most systems use a combination of
hardware and software interrupt priority scheme.

Main Memory and
Auxiliary Storage

Main memory stores the data, programs and results
currently being used. The most important characteristics
of main memory are its size. addressing capability, and
sensitivity to power fluctuations. The size of main memo-
ry required for a system depends on the definition of the
process and the tasks to be performed. Memory size is
measured in terms of the smallest addressable unit. for ex-
ample, 16K 16-bit words or 16K bytes.

Most main memory components used today (semicon-
ductor, plated wire. core) are sensitive to power fluctua-
tions. Power-failure protection is theretore provided by
circuitry that prevents storage accesses when power-
supply voltages are below safe limits.

Main memory protection is also essential in a control
computer to prevent interference to the process while
another program is being “debugged™ or run. Protection
at the hardware level is provided by logic circuits that in-
hibit the exccution of any instructions that attempt to
write in a protected portion of main memory. At the soft-
ware level, protection is accomplished by the operating
system’s assignment of protection keys to individual pro-
gram areas. A comparision of protection keys precedes a
program’s access of memory.

Auxiliary storage is usually a magnetic disc or drum: it
stores data or programs not immediately required by the
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control computer. Disc or drum access times are signifi-
cantly slower than non-rotating memory access time;
moving head discs are the slowest. Because it is too slow,
magnetic tape is rarely used as auxiliary storage in a con-
trol environment.

Input and Output

Programmers and engineering personnel. the com-
puter. and the process communicate with cach other by
way of input-output channels. Channels are characterized
by their ability to operate simultaneously with processing.
their transfer rate, and their transfer mode. Maximum
flexibility of 1/O structure is one of the strictest
requirements in a control system; most systems can
transfer data by way of programmed 1/0O. buffered 1/0O,
and direct memory access.

The types of input/output devices, logging devices. and
displays cover a wide range. Control computer systems
offer input/output expansion in small increments: up to
over 2000 analog and digital inputs, several hundred
analog and digital outputs, and multiple logging and
display devices. Furthermore the process environment
dictates that the channels and devices can be added or
deleted as required.

Input-output channels often perform some integrated
computing and control functions such as “compare™ and
“add”. This unburdens the processor of highly repetitive
functions such as those involved in comparing a
measurement with a standard value to detect random or
out-of-limit events. Intelligent channels simplify program-
ming, reduce interrupt operations, provide more efficient
memory utilization, and improve the overall capabilitics
of the control computer system.

Types of Channels. Channels in a control environ-
ment are defined in terms of their functions and the
equipment they service. Two basic types of channels
handle analog input and output and digital input and
output.

Analog input channels contain control registers and
data registers that receive instructions from the process-
or. General functions the channel provides are termina-
tion points for process analog signals, the conditioning
and normalization of the signals to required levels for
amplifiers or analog-to-digital converters, analog-to-
digital conversion, and data transfer to the proeessor’s
storage. Specific functions might be the selection of the
exact process point to be read, the generation of proper
timing signals, initialization of analog-to-digital conver-
sion, and generation of an interrupt to the processor if
necessary. A termination unit, signal conditioner, mul-
tiplexer, amplifier, ADC, limit comparator, or calibrator
(including thermocouples) can be attached to an analog
input channel.

Analog output channels are required for closed-loop
systems and basically are a special form of the digital

output channel that converts digital data to analog form.
Outputs are voltage or current, pulse train. or pulse dura-
tion signals.

Digital input channels scan. assemble, and accumulate
discrete digital inputs into a suitable input format such
as bytes or words. Digital input channels may or may not
be intelligent. Those unintelligent channels  can
seriously degrade processing throughput because they
require  program (processor) time to perform their
process functions. Intelligent channels perform status
sensing and pulse counting and can provide effective
input rates of 100,000 to 1.000.000 bits per second
without requiring any processor time.

For status sensing, digital inputs are scanned sequen-
tially. Changes are sensed by comparing present-status
with last-status values held in registers. If necessary. the
channel generates an interrupt. In pulse counting, pulses
generated by process devices are integrated - or ac-
cumulated. Pulses represent a unit of measurement such
as time, volume, length. and so forth. Time integration is
an extremely important function of a pulse-counter
because clapsed time and real time are required by the
control computer to determine when to initiate control
actions, logs or updates.

Digital output channels provide transfer paths for dig-
ital signals from the computer to the process or process
operators. Output can be contact operate. pulse output,
pulse duration, display drivers, or printer output.

Instrumentation

Instruments in a process can be divided into two broad
classifications: measurement and control.

Measurement. Mecasuring instruments are sensing,
indicating. or recording units. Ranges vary from 3 to 15
pounds per square inch for pneumatic instruments or |
to 5 milliamperes. 4 to 20 milliamperes, 10 to 50

milliamperes, and —25 DC to +25 DC volts for
signals.
Factors measured include temperature, pressure,

flow and liquid level. Temperature is measured by ther-
mocouples, resistance thermometers, and gas-filled or
liquid-filled thermometers. Pressure is measured by pres-
sure gauges: flow by flowmeters; and liquid level by a
displacement-type level meter.

Measurements or factors in measurements can be fur-
ther analyzed by instruments such as mass, infrared, ul-
traviolet, and nuclear magnetic resonance spectrometers,
gas chromatographs, and infrared analyzers.

Control. Controllers generally control a single vari-
able. Cascade and ratio control systems, however, relate
two or more variables. Controllers sense and compare;
they also correct in a closed-loop feedback control

15



PROCESS CONTROL

system. Controllers can be of the on-off, floating, propor-
tional, ratio, or cascade type. Controllers often contain
analog computing elements that can multiply. divide, or
take the square root. At most, they handle three vari-
ables.

RELIABILITY AND PERFORMANCE

Down time cannot exist in a process that is on-line 24
hours a day. Therefore, business and scientific computers’
down times—which range from 5 to 15 percent—cannot
be tolerated in a control computer.

Reliability

Reliability is a function of components. design, manu-
facturing, and overall system performance. Components
must be long lived and have predictable characteristics,
which can usually be determined by qualification tests.
The most useful measure of reliability is the mean time be-
tween failures (MTBE).

MTBEF is calculated either by actual experience or by
combining the reliability of thc component parts. Because
there are so many components in a digital computer, the
best design minimizes their number by organizing compo-
nents to avoid duplication of function. (Duplication is
used. however, for system backup.) Strict quality control
in manutfacturing components is a necessity.

Reliability is no guarantee of perfection so preventive
maintenance is a critical factor. Possible equipment fail-
ures must be detected. This can be done by diagnostic pro-
grams. test points and indicators. andfor modularity of
circuit design. Diagnostic tests and internal parity
checking can detect and pinpoint marginal conditions and
impending failures. Test points and indicators can be set
to generate an interrupt if they are not reset after a specific
time. Since modularity allows for substitution of defective
parts. they can be repaired oft-line.

Even more important than reliability and maintenance
iIs making the system fail-safe — designing the system so
that tailures. if they occur, will not result in uncconomical
or hazardous operation. System fail-sate measures can
include an operator alarm system to warn of unsafe or out-
of-limit events; a means to transfer control to completely
manual operation; the establishment of predetermined
set-points tor all control devices in the event of system-
failure; and the duplication of the control computer for
backup.

The nature of a given application determines the
method used for making the system fail-safe. System fail-
ures can also occur external to the control computer. For
example, a measuring device can provide incorrect
readings. Programmed checks aid in detecting and cor-
recting such external failures.
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Performance

Performance in a control computer environment is
not necessarily determined by the sum of the perform-
ance of the parts; rather, it is determined by unique in-
terrelationships between components, hardware, soft-
ware, and so forth.

Primary considerations for determining the perform-
ance of a control computer include the following factors.

® The speed with which the system can scan input
data (the number of inputs acceptable). convert it to
machine language. check it for reliability, and store
it in working storage for processing.

e The amount of processing time required to solve
the control algorithm.

o The time the processor requires to cxccute con-
trol programs.

e The number of logs and printed records the system
can produce while controlling the process.

A control computer that uses a relatively slow process-
or but extensive buffering and direct entry I/O channels
may perform better than a high-speed processor that uses
only programmed I/O and minimal buffering. Thus, a
detailed analysis of each system must be performed
before a system is selected for a particular application.

CONTROL COMPUTER SOFTWARE

The biggest difference between a control computer’s
software and that of a business or scientific machine is the
way it implements the interrupt scheme. The control com-
puter must operate on actual time (clock time) and must
operate in relationship to other events external to the
computer. A control computer also receives information
directly from instruments and must respond instantly to
priority signals from the process.

Throughout this report we have assumed the primary
importance of process mostly because its failure can be
hazardous and costly. There are environments, however,
where the control of a process is a secondary application
on a computer intended primarily for batch or time-
shared processing. The power and complexity of the con-
trol routines required by a given application cover a wide
spectrum. For cxample, an application can require a
highly complicated cxecutive and little or no time is
available for time-sharing or batch processing opera-
tions. In other cases. the on-line process is relatively
straightforward. but involved preparations are necessary
in other arcas.

Software for a control computer consists of two types:
operating system software and application software. Both
are indispensable to an efficient control environment.
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Operating System

The operating system is the most essential part of a
computer control system. Besides coordinating the on-line
programs, which is its primary duty, it must also coordin-
ate other processing activity such as time-shared applica-
tions and/or batch processing.

Time sharing is the primary means of compiling or as-
sembling additional programs. running test data. analyz-
ing plant data. and executing unrelated oft-line work. The
batch mode generally performs oftf-line reporting and runs
non-process related programs such as accounting or in-
ventory control.

Time sharing is a risky business in an on-line control
computer: therefore. the executive must have mcans,
usually storage protection, to protect the process applica-
tion from unwitting destruction and to protect the execu-
tive itself against tampering with its interrupt scheme.

A control computer operating system must schedule the
execution of the various process programs, coordinate the
servicing of priority interrupts. supervise input-output,
analyze and correct computer malfunctions. and handle
large storage transfers.

The core program in a control computer’s operating
system is the monitor. executive, or supervisor. All other
programs report to the exccutive, which schedules and
controls all program execution. The following routines
report to the executive.

e The system error monitor receives input from the
error detection hardware and initiates the requests
for crror analysis and correction programs.

e The scan control monitor services the interface be-
tween the process instruments (the analog-digital
equipment) and the computer system.

e The input-output monitor handles operator com-
munications, logging typewriters. and programmed
input-output requests.

Because the primary responsibility of a control com-
puter is the process, all process interrupts or scrvice
requests must be handled before any other programs are
executed. Only the idle or unused time can be allocated
to time-sharing or batch operations, and. if nccessary,
these operations must be immediately interruptable by
the process. The interrupt monitor is of equal impor-
tance with the executive, but it is usually subservient to
it. The interrupt monitor responds to external interrupts
from the process. timer interrupts, and internal inter-
rupts from the processing programs (system interrupts).
Timer interrupts are generally considered system inter-
rupts.

Process interrupts can be initiated manually or auto-
matically. They denote process conditions that require
attention; they may also serve as an alarm. System inter-
rupts promote efficiency of the control computer and
prevent possible malfunctions. Clock interrupts indicate
the passing of discrete periods of time and can be used to
start a scheduled operation.

Interrupts are also described in terms of their rela-
tionship to the control computer. An interrupt system
can be single or multilevel. and it can be priority- andfor
nonpriority-oriented. An interrupt level denotes its
degree of susceptibility to being interrupted. For ex-
ample, there is always a non-interruptible level for criti-
cal processing. Additionally, there can be one or more
interruptible levels. When there is more than one inter-
rupt level. interrupts are assigned levels according to the
interrupt function and its time constraints. The dif-
ferences between single-level and multilevel priority in-
terrupt systems appear in Figure 5. Figure 5 assumes
threc interrupt conditions with priorities in reverse order
to the order of receipt of the interrupts. That is, interrupt
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Figure 5. Single-level and Multilevel Priority Interrupt Systems
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one has the lowest priority but is received first. The fig-
ure shows that multilevel priority interrupt systems are
more efficient in responding to priority interrupts, but
there is little or no saving in overall elapsed time.

Applications Programs

For business and scientific computers, applications are
coded in computer programming languages, either higher
level languages or assembly language. It is the same for
control computers. Historically, higher level languages
are easier to program; code is casier to document or it is
self-documenting; software is easier to maintain; and the
capability for extremely complex arithmetic and logical
operations is provided. High level language compilers.
however, run slower; use more system resources, particu-
larly time and space; and do not provide the level of detail
usually required in a control process.

Assembly languages are harder to program than higher
level languages; codes are harder to modify; and programs
are harder and more time consuming to document. As-
sembly languages are weak where higher level languages
are strong. Also, assemblers run faster and provide a level
of detail equivalent to the addressing level of the control
computer. Assemblers are generally preferred for control
applications; in particular they allow an application pro-
gram to attain a very close relationship to the executive
routines, notably the interrupt monitor.

A concept originally conceived for the scientific envi-
ronment but heavily used for applications programs on
control computers is code optimization. Depending on the
needs of the application either time or space can be op-
timized. If the amount of information to be handled
threatens to exceed the storage capacity of the computer,
space must be optimized. On the other hand, if the time
required to complete a calculation or processing phase
exceeds the time prescribed, timing must be optimized.

Assembler programs are generally optimized by the
programmer; higher level language programs are op-
timized either by the programmer or by an optimizing
compiler. Optimizing compilers generally consume large
amounts of resources but generally produce tighter, faster
code.

CONTROL COMPUTER APPLICATIONS

Control computer installations are unique because the
processes to which they are applicd arc as diverse as in-
dustry itself. Selected applications arc presented here in
order to give the reader an opportunity to relate typical
applications to his own industry and his own problem.

Chemical Industry

The chemical industry processes cthylene, ammonia
and methanol. and other chemicals.
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Ethylene. The most valuable function of computer
control in an ethylene plant is the optimization of
operating profit, which is subject to all the process re-
straints and market limits that exist. In fact. the cracking
furnace is generally the primary target of an optimizing
program. The control computer also regulates the dis-
tillation portion of the plant to make products of
specified purity and to carry out the specifications called
tor by the optimizer in terms of product splits and losses.

Typical plants can have five to 20 cracking furnaces
with an assigned feed type. Although many feed types
exist, most plants usc either light hydrocarbons such as
ethane or propane or heavier feeds generally described as
napthas. Ethylene is the primary product. but other by-
products are also generated. All must be passed through
compression and distillation equipment.

There are at least three independent variables for each
cracking furnace: feed rate, diluent steam rate. and heat
input. Each furnace can have a number of operating con-
straints, such as the cracking coil skin temperature, the
furnace temperature, and independent variable limits.

Additional variables and constraints follow the
cracking process, such as loading limits in the process
gas compressors and cach distillation column. The limits
are a function of the products produced.

Ammonia and methanol plants. The primary
function of computer control in ammonia and methanol
plants is to increase throughput where market limits do
not affect the production level. Neither process produces
very useful byproducts. Because the equipment costs
tend to discourage oversizing. the invariable bottleneck
in any ammonia plant is in compression. Therefore, con-
trol computers are mainly concerned with getting as
much synthesis gas through the compressors as possible
at any given time. This throughput is dependent on am-
bicnt conditions and compressor availability. Maximum
amount of conversion-per-pass at the synthesis con-
verters is also important, and the conditions to achicve
this target change as catalyst activity changes. There is
an important tradeoff in this respect: conversion cf-
ficiency increases as pressure increases. Compressor
throughputs must be restrained in order to increase
compression ratios.

A control computer also regulates tasks. It maintains
the proper hydrogen/nitrogen ratio at the shift converter.
determines fuel to air ratios as well as outlet temperature
control at the primary reformer, and regulates the
methane content to the secondary reformer.

Rolling Mills

The production of steel was among the first applica-
tions of control computers because many parameters af-
fect the product and decisions must be made very rapidly.
Two important applications in the steel industry are hot-
strip rolling and cold rolling.
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Hot-Strip Rolling. The control computer allows
improved productivity. more flexible scheduling, better
gauge and width control. and less edge damage.
Basically., the computer uses paramcters such as slab
temperature, composition. and dimensions to calculate
and set side-guard positions. edger positions, edger
speeds. table speeds. and main-roll screw positions. Con-
straints such as maximum allowable roll force. main-
drive-motor load. and maximum roll bite arc also taken
into account. Because several slabs are usually handled
at a time, the computer must keep track of all of them.
When the slab is out of the roughing train, the computer
determines the desired reduction schedule and optimizes
the power distribution among the multiple finishing
stands for maximum production. Supervisory functions
include monitoring temperatures of the roll bearings and
motor windings, voltage and current of each mill motor,
strip tensions, and strip thickness. Other functions
include automatic production reports and mill pacing to
achieve maximum throughput.

Cold-rolling. Cold rolling is done with an incoming
strip made from several hot-strip mill products welded
together. The control computer calculates the reduction
schedule that will minimize the number of passes. It also
controls coil deceleration, mill reversing. and accelera-
tion. It must also determine when the end of the roll is
being reached. Thickness measurements allow the com-
puter to preclude strip tension exceeding the yield point
of the metal.

Cement Plants

The production of cement involves blending and
grinding raw materials. which are fed into kilns to make
cement clinker. The clinker is then ground to make
cement.

An important consideration is the amount of free lime
in the clinker because it cannot exceced a prescribed
amount. Heat input is another variable which can be con-
trolled in several ways varying in complexity. Most use an
off-line model for optimization in conjunction with an on-
line regulation scheme. Optimization is for either a
market-limited or production-limited situation. Mul-
tivariable control loops arc usually employed for regula-
tion. Other control functions include detecting upset con-
dition detection, automatic start-up and shutdown. and
control of blending raw material to smooth out fluctua-
tions in the feed.

Some variables are controlled in the cooler section: sec-
ondary air temperature, undergrate pressure, overgrate
pressure differential. and exhaust fan temperature. Ma-
nipulated variables are cooler drive speeds and cooler fan
throughputs.

Controlled variables in the kilns are: burning zone tem-
perature, fuel to air ratio, before chains gas temperature,
and before chains solids temperature. Manipulated vari-
ables in the kiln are fuel rate, exhaust fan speed. kiln
speed, and kiln feed rate.

Petroleum Industry

Some functions of the control computer in the petrole-
um industry include oil retining (crude oil distillation,
catalytic cracking) and pipeline and terminal operations.

Crude Oil Distillation. The primary function of a
computer in a crude oil unit is regulation. Specifically,
regulation involves computing the flows of all products
to satisfy production requirements and still keep cach
product in specification. A model is required to predict
cut-point temperatures as a function of draw rates. Ad-

justments in reflux and bottoms temperature must be

madce to compensate for effects of changes in product
rates on tops and bottoms. Distillation usually requires a
large-capacity control computer because there are many
interactions and long dynamic lags in the various col-
umns of a crude unit.

Fluid Catalytic Cracking. Fluid crackers, like
crude units. are large and complex. The main goal of
computer control is optimization of product yield, dis-
tribution. and throughput. Optimixation is on-linc
because a fluid catalytic cracker is never in a steady-state
condition.

The chict controlled variables are recycle ratio, reac-
tor temperature. and catalyst/oil ratio. Others are air
rate, stripping stream to the reactor. fresh feed rate. and
system pressure. Most of the variables are dependent.

Pipelining and Production. In both applications.
the computer acts in a supervisory capacity. In
pipclining, it handles automatic dispatching. inventory
monitoring. batch tracking. and supervision of remote
compressor and pumping stations. In production, it
handles automatic well-testing and data acquisition for
oil. water. and gas production: well start-up and shut-
down; pump control: and inventory monitoring.

Oil field applications often use satellite data acquisi-
tion stations because there are many scattered. remote
wells, and state requirements and multi-owner relations
in unitized fields make frequent status evaluation neces-
sary. Also. off-shore sites have peculiar problems such as
automatic shut-in.

Pulp and Paper Industries

Onc critical arca for a paper mill is raw material varia-
tion as determined by the pulp characteristics. Other
operating variables are additive flows, temperature, head
box level. slice position. wire speed, vacuum, press roll
pressures. dryer environment. and intersection tension.

Many of the variables in the paper product industry,
especially for the finished product, are not measurable on-
line. Examples are basis weight, thickness, tensile
strength, color, and moisture content. Fecdback control is
difficult because of the noise factor. Variables. therefore,
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are measured cither by beta-gauge measurements or oc-
casionally by programmed histories. Often a statistical
approach is used to reduce the standard deviation of the
basis weight significantly.

Power Generation
and Distribution

One of the primary considerations of computer control
in this industry is the avoidance of catastrophes. Many
computer installations are dedicated to monitoring and
surveillance. Certainly, monitoring and alarming func-
tions are performed in all power plant computer installa-
tions. Some are also fully automated including cold start
and shutdown.

Dircct digital control is often used because it is required
by such operations as sequencing the start-up of a boiler-
turbine-gencrator system. The computer supervises the
feedwater, firing rate. and level controls. allowing the
boiler to produce constant enthalpy stcam. Steam supply
initially is tightly regulated: later, the values arc handled
automatically. Start-up of a cold turbine requires coor-
dination of high-pressure and low-pressure sections: ini-
tial check-out; acceleration to operating speed: synchro-
nization with the clectrical network: and finally, loading
to the specified level. Metal thermal shock, excessive
vibration. and over acceleration must be avoided.

Power dispatch is another arca regulated and controlled
by computers.
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Nuclear power plants require approximately the same
functions as conventional power installations. In place of
a boiler fired by fossil fuel. the heat source is a nuclear re-
actor which is susceptible to rapid and wide-ranging tran-
sients that can cause catastrophic damage. Monitoring
these transients and detecting deterioration of operation
betore a real hazard cxists is an important role for a con-
trol computer.

Food Industries

The computer’s role in food industries usually is that of
a high-level supervisor which examines the accuracy of
cach step of various subsystem operations and requests ad-

justment or signals an advancement to the next step. Food

industries often usce open-loop control system or mixtures
ot open-and closed-loop systems. Hundreds of variables
are required for computer control. They include sensor
measurements such as temperatures, humidities. tlow.
pressure. level, and quantity. Other functions include
requesting and adjusting the liquid and dry ingredients
added to batching cquipment; monitoring bulk storage of
ingredients: control of batch blending and mixing trom
stored recipes: monitoring time cycles. oven tempera-
tures. and speeds: recording of production leaving the
lines: direction of storage and retrieval of products in
holding arcas: and recording and outputting inventory
and available-space data.

Another tunction in tood industries (and others) is au-
tomatic warchousing. Stacker cranes must be used in the
most efficient manner: plus a real-time inventory often
must be maintained.
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INTRODUCTION

Change in the computer industry has always occurred
at a high rate. Since the introduction of computers for
commercial use. generation has followed generation in
rapid succession. A change in basic circuit technology —
always tending toward smaller size, higher speed, more re-
liability, and, especially, lower cost—produces changes in
software architecture, data handling and storage methods,
and even types of peripherals used, because the ultimate
goal is to reduce the cost of the total system.

Changing the cost of one large system component alters
the cost relationships among the other system compo-
nents, leading to new types of system architecture. If
memory is more expensive than labor. then programmers
spend long hours devising ingenious algorithms to save
the memory required by a program. If memory is cheap
relative to manpower costs, then high-level languages are
used to save programmers time at the expense of efficient
utilization of memory. If memory becomes very, very
cheap — who needs discs? Exit virtual storage.

Thus, a change in circuit technology quickly snowballs
into a series of other changes and a new generation is
born. The advent of large-scale integrated circuitry using
semiconductor technology was the beginning of such a
change. The miniature, high-density semiconductor
“chips™ of various kinds lent themselves to mass produc-
tion; and they attacked existing computer technology on
two fronts. On one hand, they could replace the magnetic
cores used for working memory; on the other hand, they
could replace the small and medium-scale integrated cir-
cuitry used in the CPU itself.

Success on both fronts is linked to three factors. First,
larger and larger numbers of bits can be packed on asingle
chip, which increases total reliability (fewer interconnec-
tions to malfunction), reduces power consumption, and
reduces total size. Second, mass production methods have
been developed for high volume and low cost without

sacrificing reliability. Third. has been

marketed successfully.

the product

Core memories were first impacted by semiconductor
technologies; it is clear that the changeover from core to
semiconductor memory is now well under way. The
change-over in CPU circuitry is just beginning, slower in
coming because CPU circuitry is complex and engineer-
ing the CPU functions onto semiconductor chips at their
existing densities is difficult. As a result, the first semicon-
ductor CPU  chips. called microprocessors, were
“simplified” in a number of ways that did not prevent
them from becoming cost-effective in certain types of
applications, with their most notable success as the basic
component of calculators.

As technological and engineering problems were
solved, a second generation of faster, denser C' PU chips
was born. These chips are called microcomputers because
they can compete at the low end of the minicomputer
market when memory, 1/O circuitry, and programs are
added. The ability to produce CPU chips equal in power
to the fastest minicomputers and general-purpose com-
puters is a matter of increasing speed and bit density to
specifications. and that may well be within the range of
these new semiconductor technologies. The semicon-
ductor CPU’s “third generation” (macro microcom-
puter?) is probably already on someone’s drawing boards.

Meanwhile, what will the impact of these new
microprocessors and microcomputers be on today’s
minicomputer markets? To answer this question, the suc-
cesses and failures of microprocessors and the resulting
developments in microcomputers must be examined. To
understand some of the microprocessor’s early problems,
however, requires a brief examination of the semicon-
ductor technologies currently used for microprocessor
and microcomputer production.

SEMICONDUCTOR TECHNOLOGY

All existing semiconductor technologies base their cir-
cuitry on combinations of “solid solutions.” The
prevailing MOS (metal oxide semiconductor) technology
uses silicon (valence of 4) as the “'solvent” and another el-
ement with a valence of 3 (such as boron) or 5 (such as
phosphorus) as the “'solute” to yield semiconductor wafers
with regular areas of either positive or negative charge,
respectively. Typically, a thin insulating layer of silicon
dioxide is grown over the substrate wafer, channels are
etched through the insulation, and these channels are
doped with the oppositely charged “solute™; i.e.,
phosphorus is used to create n-channels in a positively
charged boron-silicon wafer or, conversely, boron is used
to create p-channels in a negatively charged phosphorus-
silicon wafer.

After several steps to build up the insulation layers and
gates, while leaving the charged channels exposed, a metal
is deposited over the entire surface. Gates and contacts are
etched away; the surface is glassed in; and windows are
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etched for external connections. The result is an n-channel
or p-channel MOS chip. abbreviated nMOS and pMOS.
respectively. (See Figure 1.)

Both pMOS and nMOS gate settling times are slowed
by the parasitic capacitance presented by the thin
insulating oxide layer sandwiched between two con-
ducting layers. Some manufacturers have reduced this
problem by developing CMOS (complementary MOS)
wafers; Intersil and RCA, for example, arc working on
CMOS. Sets of p-channels are alternated with n-channels
etched into an extra large p-channel called a ““tub.” This
requires extra fabrication steps to make the p-tub and the
n-channels within the p-tub; in addition, extra steps are
usually required to create isolation barriers to prevent ac-
cidental “parasitic bridges” between the p-channels and
the p-tubs. Again, see Figure 1 for an illustration.

Another method to make nMOS and pMOS faster is

used by General Automation in conjunction with Rock-
well, in their nSOS (sapphire on silicon) technology. In

this technology, the whole MOS sandwich is superim-
posed on an inert sapphire substrate, and all surplus base
material is etched away to cut down on parasitic incapaci-
tance. The result is faster than CMOS. The manufacturers
point out that nSOS is the low end of this technology. and
that CSOS could achieve even higher performance. SOS
could also be combined with bipolar circuitry.

Bipolar devices are faster than even CMOS and SOS
devices. Each bipolar channel can be conceptualized as a
channel in two nested tubs (again separated from other
channels by isolation barriers) as shown in Figure 1. This
creates a current-driven not a voltage-driven device, how-
ever; and it dissipates more power because an input cur-
rent must be continually applied to the metal gate to main-
tain its ~on" state. Bipolar circuits, moreover, require
many more fabrication steps; consequently, they are more
expensive. Typically nMOS and pMOS circuits require
five masking steps and one diffusion step: bipolar circuit
fabrication requires 12 masking steps and four diffusion
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Figure 1. Microprocessors and Microcomputers: Semiconductor Transistors
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steps; CMOS and SOS circuits are intermediate, they
require two or three more steps than nMOS.

MICROPROCESSOR ARCHITECTURE

As might be expected, the earliest successful
microprocessors used pMOS and nMOS technologies,
with their less elaborate fabrication processes. The first
CPUs had to be cut down to their barest essentials in order
to fit on a small number of MOS chips.

The first manufacturer to mass produce and market
MOS microprocessors successfully was Intel. a company
formed in 1968 by former employees of Fairchild Semi-
conductor. Before introducing the 4004 microprocessor,
Intel had earned a name for itself with its semiconductor
memories, capturing a dominant share of the market in
competition with such memory makers as Texas In-
struments, Fairchild. National Semiconductor. and
Mostek.

The 4004 is a 4-bit machine; the data bus and data han-
dling registers are four bits wide, but the instruction regis-
ter is eight bits wide, the address register 12 bits wide. Like
most full-blown minicomputers. the 4004 has an arithmet-
ic logic unit (AL.U) and a program counter. in addition to
its address and instruction registers. It also has 16 index
registers. which can be addressed individually or in pairs.

Addresses, data, and instructions are all transferred
over the 4-bit wide bidirectional bus. This means that the
three segments of the address and the two segments of the
instruction must be transferred using five machine cycles
before the instruction can be decoded and executed.

Because the CPU chip has only 16 pins for transfer of

data. addresses, and control bits to and from memory.
ROM and RAM memories are masked to “recognize™ the
proper location in the broadcasted addresses and to
respond with an input or output operation. ROM modules
contain words of memory. while RAM contains 320 4-bit
words; up to a total of 4K words of ROM and RAM can
be added to a system. A 4004 CPU can control 64 to 128
1/O devices.

Price and size have dictated the 4004’s spare CPU ar-
chitecture, with its 4-bit wide multifunction bus, small
number of pins, limited instruction set. few registers, and
so on. Consequently. programming a 4004 (in machine or
assembly language) involves a number of maneuvers
required by the limitations of the machine. A simple 4-in-
struction minicomputer program (1.oad. Add. Store. Stop)
for adding two numbers takes 20 instructions with the
4004, because a S-instruction routine is needed to as-
semble the address and the instruction for the operation
performed by the sixth instruction. Then, because the
4004 has no Halt instruction. a conditional jump depend-
ent on the state of the external test line is used to stop the
program.

The 4-bit Intel chip sets are extremely low in cost: and,
in spite of limited capabilities in comparison with

minicomputers, they have found a wide variety of applica-
tions in addition to their original calculator market. The
4-bit word is ideal for decimal-number handling. so the
4004 is useful for cash registers, weighing machines,
credit and point-of-sale terminals, and simple billing
and accounting machines, particularly when these devices
are interactive with (slow) human beings. Besides these
applications, a large number of machine control applica-
tions are amenable to 4-bit microprocessor control. In the
automotive industry, for example. applications include
control of engine parameters, instrument displays. auto-
matic locks. alarms, safety procedures. and burglar
alarms, to name only a few. Intel says the 4004 can be a
cost-eftective replacement for any board with 30 to 100
packages of TTL. logic.

Intel’s major competitor for the large, general-purpose.
4-bit microprocessor market is Rockwell International
with its PPS-4. Fairchild’s PPS-25 is also competitive,
particularly for the calculator market. These two systems
have architectures that differ from each other and from
Intel: but, like the Intel machine. they are extremely low-
cost systems and very small. Consequently. they require
clever programming to get around architectural idiosyn-
crasies.

The Rockwell PPS-4 has a slower clock time than the
Intel MCS-4, but it is faster. PPS-4 uses Rockwell's
proprictary 42-pin package, so it can implement separate
12-bit address and 8-bit data buses, making memory refer-
ences easy and fast. Also. it allows fetch and execute por-
tions of instructions to overlap. The CPU. including six
registers and two control flip-flops, is contained on one
chip: a minimum system consists of a CPU chip plus a
memory chip. The CPU chip can handle 16 /O chips. 30
memory chips. or a total of 30 mixed memory and 1/O
chips. Although the PPS-4 is faster and more flexible than
the 4004 for handling BCD arithmetic. the Intel machine
can handle more 1/O. giving it a competitive edge in
control-type applications.

The Fairchild PPS-25 is less suited than the Rockwell
and Intel machines for general-purpose applications; but
itis well suited for calculator tunctions. as well as for simi-
lar devices requiring numeric calculations. such as naviga-
tion instruments. The standard RAM module is organized
as three 25-digit registers. allowing numbers up to 25
digits long to be processed serially by the CPU using a 4-
bit data bus like Intel's. Although the 62.5-microsecond
cycle seems slow. it is broken up into 25 time slots (versus
cight for Intel and eight for Rockwell), allowing an in-
struction. for instance. to send to memory for another in-
struction and to recetve it back. Registers can also be
masked so that part of a register can be operated on by an
instruction. The PPS-25 can attach up to 6.656 bytes of
memory.

It is clear that the processing. memory. and 1O limita-
tions of these three devices present no threat to the es-
tablished minicomputer market. Instead. they are finding
an enormous market as replacements for hardwired logic.
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simultaneously achieving lower costs and greater flexibili-
ty. Costs depend on quantity, of course, but prices average
less than $50 for chip sets.

The biggest problem faced by the new user in
evaluating the suitability of microprocessors for an
application is estimating the cost of programming them.
Although all three devices have cross assemblers, as-
semblers, instruction simulators, and prototype board
software support available, the programming is still some-
what intricate, especially for engineers unused to
programming. The resounding success of all three devices,
however, points to the fact that while programming is a
stumbling block, it does not prevent microprocessor-
based devices from being highly cost effective.

The second big cost involved with microprocessors is
that of adding 1/O logic, timing and control circuitry,
memory modules. and [/O drivers to the microprocessor;
assembling them into a system; and interfacing them to
the product. Intel and Rockwell sell board-level systems,
with CPU and related components assembled into a cir-
cuit board(s) that has simpler interfacing problems, simi-
lar to those encountered with stripped down minicom-
puters. These standardized boards are easier to use but are
more expensive. A full-blown, tabletop, minicomputer-
type device costs under $2,000 in most cases; but a
minimum chip set usually is less than $50. In moderate
quantities, the Intel 4004 costs around $15.

The cost of external circuitry and design work in build-
ing a system is enough to allow several manufacturers to
buy Intel microprocessors OEM and assemble their own
systems. Prolog, for instance, sells systems aimed at design
engineers. The new 2 x 2-inch Teledyne TDY-52A is an
Intel-based system, as is the DEC MPS Series. The tiny
Intel-based TDY-52A sells for approximately $1,500 with
4K words of memory, while the DEC MPS sells for
around $476 (with 1K memory).

It has been estimated that the huge market for the ex-
tremely low-cost, 4-bit processors has hardly been tapped.
It is interesting, therefore. that new companies don’t want
to compete for the low end of the market. One reason for
this lack of activity may be the relationship between R&D
cost outlays and the long recovery time. The R&D costs
are very large; the time gap between anticipated and actu-
al delivery has frequently been large. More than one in-
dustry observer has noted that the most important specifi-
cation for a microprocessor is its availability.

The larger, more expensive 8-bit and 16-bit
microprocessors, which can overlap the lower end of the
minicomputer market in many cases. have an average of 8
to 10 memory modules (256 words each) associated with
each CPU. whereas 4-bit system applications usually
require very little memory. A number of Intel users feel
that the 4004 (MCP-4) is impractical when more than
four RAM chips are needed. The upshot is that it is much
easier for a semiconductor manufacturer to recover the
R&D costs for a larger processor of eight or more bits
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because it increases sales of existing memory products
which do not have to be redesigned.

From Microprocessor to
Microcomputer — The First
Generation

It was not until the first rumblings of the 8-bit
microprocessors were heard that minicomputer manufac-
turers started to worry about the threat of
microprocessors to existing minicomputer markets. A
glance at the specifications for the slow first-generation 8-
bit pMOS systems was temporarily reassuring; but R&D
developments toward faster systems and the increasing
miniaturization with greater CPU power told the more
farsighted mini manufacturers that the days for small- and
medium-scale integrated circuits were numbered. General
Automation, for instance, began serious design efforts to
produce a microprocessor-based mini.

The first 8-bit pMOS processors were not really
microcomputers although they packed the CPU on a
single chip and managed standard bytes of data; the slow
speed and architectural limitations imposed by the scar-
city of chip “real estate™ kept performance down. Intel
3008 CPU (MCS-8 system), for example, added only three
instructions to the 4004 instruction set (one of these is
Halt, reducing the addition program discussed earlier to
19 steps on the 8008), added two pins to the chip, and
reduced the number of registers to eight. Cycle time was
reduced to 7.5 microseconds; DM A and interrupt capabil-
ity were added; but the maximum number of /O devices
that could be handled was reduced to 24. Memory capaci-
ty was increased to 16K words. as opposed to 4K on the 4-
bit system. The composite data/instructionfaddress bus ar-
chitecture is retained, and each chip requires about 20 ex-
ternal TTL packages to implement. Performance is
improved, however, because the bus is eight bits wide, and
only five steps are required per machine cycle.

Another first-generation 8-bit pMOS CPU, called
IMP-8 is marketed by National Semiconductor. Actually
the IMP-§ is created from two 4-bit, 40-pin chips.
operating in parallel with a microprogrammed control
ROM (CROM). National semiconductor also markets a
16-bit system (4-bit chips operating in parallel); actually
the 4-bit chips are all 4-bit C PU slices, so a user could con-
figure a 32-bit word computer it he liked. The chip sets
require a number of SSI (small-scale integration) and MSI
(medium-scale integration) circuits to implement, thus the
price is pushed up along with the word size. The IMP-8
has a 16-bit address scheme and can address up to 64K
words of memory or devices. or both.

Although Intel’'s 8008 has many constraints, its low
price and availability have made it a highly successtul
system. The market for 8-bit systems includes all types of
communications gear (which deals mostly in 8-bit
EBCDIC and ASCII characters), the new word processor
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market, and many types of control systems. Intel’s strate-
gy has been to hold down the processor price by sticking
to an 18-pin chip, small enough for good processing
yields.

Both National Semiconductor and Intel supply their
systems at the board level as well as at the chip-set compo-
nent level. A user can buy the chips and do all the control
and interfacing logic himself, or he can buy a microcom-
puter-on-a-board, with many of the control and inter-
facing chores already done. If he wants card reader input,
though, he may have to design the card reader interface
because microcomputer boards still fall somewhat short of
minicomputer boards as far as ease of use is concerned.

Software support has increased to include a PL/M com-
piler for a high-level language similar to PL/L.

An interesting system, using four of National Semicon-
ductor’s 4-bit CPU slices to create a 16-bit processor, has
been developed by Teledyne of California. Instead of
using TTL., SSI, and MSI circuitry for external logic, 1/O
interfacing, and so on, Teledyne uses LSI throughout on
41 chips. It is housed ina tiny 2 x 2-inch, 120-pin package.
A separate 2 x 2-inch package houses 8K words of memo-
ry. Teledyne also produces an 8-bit system based on an
Intel processor; it packs the CPU, all logic, and 4K bytes
of memory (50 chips total) in one 2 x 2-inch package.
Teledyne has begun deliveries; the first applications take
advantage of the extremely small size and have been for
noncommercial aviation and navigation ficlds.

The Second Generation —
Microcomputers Arrive

Although the delivered first-generation systems proved
successful, most manufacturers concentrated on tech-
nologies other than pMOS for microprocessors with per-
formance closer to minicomputer speeds. without
sacrificing much size. The nMOS technology. in spite of
its similarity to pMOS, doubles the speed of pMOS; the
carriers of the charge are the extra electrons in the silicon
lattice (resulting in negative charge) rather than the posi-
tive lattice “holes™ (missing clectrons). Electron carrying
speeds are twice as fast, while threshold voltages are
lower. The n-channels also require less space, so output
buffers can be smaller, allowing more buffers and more
1/0 devices per chip. Manufacturers also learned how to
make registers more compact, so more of them can be
fitted on one chip.

One of the biggest problems in chip real estate is the bus
structure, which needs to be twice the data word width to
be efficient. Each interconnecting wire for the bus
channel is around I mil wide. for a total of 16 mils on an
8-bit system. Manufacturers contemplating 16-bit proc-
essors are faced with a 32-mil wide bus, which takes quite
a chunk out of a 200-mil wide chip. Using doped silicon
for interconnections in the silicon-on-sapphire process
allows narrower bus channels, but bus size is still one of

the big problems for manufacturers trying to fit powerful
16-bit systems on a single chip.

The recent rash of second-generation microcomputer
announcements signifies the state of the art in semicon-
ductor technology. Three basic technologies obtain per-
formance benefits over pMOS systems: nMOS (Intel,
General Instruments, Signetics), SOS (General Automa-
tion, Rockwell), and CMOS (RCA, Intersil). Only two of
these new systems, the Intel 8080 and the General Au-
tomation LSI 12/16, have been delivered, however. New
microprocessors take about two years to develop, and they
are prone to unexpected design problems requiring several
chip prototypes.

The successful entry of General Automation into the
market is significant in a number of ways. It marks the
first line of defense against the impending encroachment
of microprocessor manufacturers on minicomputer
markets — if you can’t beat 'em, join ’'em. The fact that
DEC has rapidly designed the MPS Series microcom-
puters, using the [ntel 8008 in order to get large volumes
of the product on the market quickly, underscores the
threat to minicomputers. The 8080, although delivered, is
not yet in high-volume production.

Industry observers note that about 10% of installed
minicomputers are underutilized. It is these types of in-
stallations, using stripped down minis like Computer Au-
tomation’s erstwhile Naked Mini or older systems like the
PDP-8, which will be captured by the microcomputers
first. Minicomputer manufacturers that produce
microcomputers compatible with minicomputer lines,
such as Computer Automation and General Automation
have done, will remain competitive because of the body of
software to which the systems fall heir. Undoubtedly,
minicomputer manufacturers competing at the low end of
the market will either have to develop their own
microprocessors or OEM them from a semiconductor
manufacturer in order to remain competitive.

Intel has taken advantage of existing 8008 software in
the development of the 8080. The 8080 instruction set is a
superset of the 8008 (78 instructions as opposed to 46).
Users adapting 8008 programs to the second-generation
processor have had some problems, but often they find the
increased power of the new microcomputer well worth the
reprogramming efforts.

The 40-pin 8080 is more like a normal mini; it hasa 16-
bit address structure, 64K-word memory capacity, and 10
registers; and it can address up to 256 1/O devices. The
processor cycle time is 8.2 microseconds, faster than that
of the 8008 but not up to current minicomputer speeds.
Nevertheless, the flexibility and power of the
microprocessor as a whole has led many manufacturers of
terminals, word processors, and the like to feel they can
make microcomputer-based systems competitive with
minicomputers; processing speeds do not have to be high
for these applications.
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Most manufacturers working on second-generation
microcomputer systems are, predictably, semiconductor
manufacturers, such as General Instruments, Motorola,
Signetics, AMI, Intersil, and RCA. Some manufacturers,
Texas Instruments, for example, make both semicon-
ductors and minicomputers; they are logical candidates to
make microprocessors. Burroughs has used micropro-
cessors to control its own peripheral devices for years.
Honeywell uses its own “Big Blue” internally. Anxious
minicomputer manufacturers, perhaps already into the
calculator as well as the minicomputer market, are experi-
menting with semiconductor technology.

The lead time from introduction to first deliveries to
high-volume production of a new processor is at least as
long as for any new class of computers. In view of the
number of manufacturers experiencing difficulties with
the new technologies, however, the marketing move by
DEC, choosing a design based on a first-generation proc-
essor in high-volume production, seems like good strate-
gy. DEC delivered the first MPS in the second quarter
1974, high-volume production should follow shortly
thereafter. As a result it will have a sizable installed base
by the time a large number of second-generation micro-
computers are available—which DEC estimates to be at
least two years hence. DEC also plans to utilize the 8080
in its line as well, when production volumes are high
enough.
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The Third Generation

The basic trends in microcomputer technology are
clear — greater miniaturization and higher speeds in
order to place the maximum amount of processing power
on a single chip. Semiconductor technology is still young,
but the solution to many space and speed problems al-
ready seems within reach of those experimenting with
SOS. It appears that future generations of microcom-
puters will replace the CPU not only of minicomputers
but also, eventually, of the larger general-purpose systems.
Conceivably, even some of the CPU memory, control,
and 1/0 logic now external to the microprocessor chip will
be fitted on it, shrinking the computer-on-a-board as well
as the full-blown enclosed computer system. Meanwhile,
the smaller, slower, cheaper processor chips will be used
as components for new applications not yet thought of.
Given DEC’s estimate of two years before second-genera-
tion chips begin to impact the minicomputer business
seriously, it is reasonable to assume that the third-genera-
tion revolution will be under way by 1980.

THE CURRENT MARKET

The characteristics of the microprocessors and micro-
computers currently being marketed are listed in the
Specification Charts.
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INTRODUCTION TO MINICOMPUTERS

OVERVIEW

The revolution is over. Long live the revolution. The
impact of the minicomputer has indeed been revolu-
tionary. As problem-solving tools, their impact has been
dramatic. But the torrent has matured to a broad.
sweeping river. Indeed. so varied are the options facing
the designer today that the very term “minicomputer” is
in danger of losing its meaning.

While the range of solutions now spans a complete
spectrum — from smallest microprocessor to the grandest
minicomputer facility, the fundamental truth remains.
The minicomputer represents the fruitful, joyful conjunc-
tion of technician and user. The technician can achieve
perceptible goals within  pereeptible  time: the user
acquires a viable mechanism at reasonable cost.

This paper describes the early days. the frenetic growth,
coming finally to a review of present technology. It
describes applications that arc well suited to this technolo-
gy. and. by example, the advantages and disadvantages of
using a particular technology. Some notes and methodolo-
gy are presented to help the potential user survive the haz-
ards of selecting a vendor. In applying technology. the
problem is to choose from gradations of performance and
variations in types of technology delivery: service burcau
vs system supplier vs computer vendor.

Finally. in the last section. the broad trends that have
influenced small-machine development in the past are
cataloged and extrapolated into the future.

The word “minicomputer™ became popular in 1968, to
categorize a growing number of small, general-purpose
computers. These machines were introduced initially to
bring software solutions for the limited processing tasks of
data acquisition and communications. These vintage
machines. many from new vendors, generally conformed
to the tollowing descriptions:!

® Basic system configurations cost $25.000 or less.

® 4.096- or 8.192-word core memory.

® Programmed in Assembly language(and less often in

FORTRAN).

e Computer peripherals often restricted to Teletype

and paper tape.

e Usually supported customer hardware

communications lines, and control lines).

(sensors,

The scope of this report, however, is more than just
“those processors that cost less than $25,000." Today,
minicomputer is less a description of a black box than a
philosophic approach to problem solving:

“Give me just the right amount of hardware and soft-

ware to solve my problem. ™

The technology today is broad. It is bounded by the
$1.500 ~system™ based on the Intel computer-on-a-chip
(or three chips), and a vast PDP 11/45 network from
Digital worth a quarter million dollars including termi-
nals, peripherals, and discs. With such scope it is clear
why the application environment is boundless.
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Figure A. Digital Equipment TC/D (Terminal
Control Enhancement): up to 80 devices
can connect to four such secondary TC/D
processors; the secondary connects to

the host processor at left

HISTORY

The computer industry dates from about 1954. Only
then did the number of machines extant warrant the
name “industry.” In the first decade the trade boomed.
Initially, reliability was obtained only at great expense,
but transistor logic solved the problem of costs. As busi-
ness organizations became acquainted with computing,
configuration sizes grew, and the process was still very
expensive. Operating systems were invented to harness
the larger number of hardware units. and languages were
put in the field to speed problem solution. Both caused
operation inefficiencies. so faster, larger machines were
requircd. The computing resource became centralized
and vital to the organization, so time had to be sched-
uled. Batch operations were the standard. and closed
shops the rule. If a task could not be made to conform to
this mold. only two alternatives were available: do the
job manually or design special hardware to do it.

Upon this scene, in 1962, came Computer Control
Corporation? and Digital Equipment Corporation with
small machines for laboratory applications. Digital opted
for a 12-bit word machine that balanced the high cost of
memory (a function of word size) against popular trans-
ducer resolution (1 part in 1,000, sometimes with a sign).
Digital has prospered from that time to now. but devel-
opment of this avenue of computing has always been ser-
vant to hardware advances. The introduction of tran-
sistor logic in the early 60’s made small computers pos-
sible. but the use of integrated circuits in 1968 opened
the flood gates of small machine activity.

The hands-on scientist with ill-conditioned data, the

small user with limited budget, the executive with un-
timely reports, all found a new alternative for centralized
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s

Figure B. First Tabletop Digital PDP-8 Computer System

computing. New minicomputer manufacturers entered
the lists monthly until 1970, when the number of
vendors stabilized to between 40 and 50 and new prod-
uct emphasis shifted to low-cost, modest-performance
peripherals. Also during this period a large number of
small systems houses sprang up. They took the very
modular, low-cost components and welded them into
systems with software. It took only a modest bankroll to
become a minicomputer manufacturer and even less to
become a hardware-software shop providing turnkey
service.3

More recently, other developments have accelerated
the production and use of small computers:

e Availability of economical peripherals.

e [arge-Scale Integration (LSI) of logic functions.

e Dramatic decline in memory costs (1973-74).

® Accumulation of system software.

® Advances in packaging techniques.
The improved hardware and software have significantly
increased speed and reliability. The net effect is a better
product at a lower price. With each quantum step of im-
provement, "minis” have gained wider acceptance and a
broader range of applications.

The following table shows how two models of the
Nova minicomputer from Data General Corporation
compare with Univac 1* the first electronic commercial
processor.
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Add
Date CPU Time Memory Cost
(usec) (words x bits)
1952 Univac 1 4 1,000x48 $750,000
1972 Nova 1200 1.2 4,096x16 $5,200
1975 Nova 2/10 0.8 4,096x16 $3,800

" 75-10

Figure C. The PDP-8/A, Digital’s Smallest PDP-8:
made up of two modules
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Figure D. Alpha/LSI and Naked Mini/LSI

In the early 70’s, the path of development was to extend
the market upward by offering “bundled” operating
systems and language processors. FORTRAN was avail-
able from practically all vendors. ALGOL and COBOL

derivatives came later — but they came. Disc-based
operating system software was so pervasive by 1974 that
Computer Automation — ever an OEM supplier —

provided one. Entering the last half of the decade,
vendors were supplying machines that spoke ENGLISH?
and employed some of the optimizing features of the
very large systems:
o From IBM 360/85, circa 1968, comes the “cache”
memory now on the Data General ECLIPSE.
e From the B5000, circa 1962, comes the “stack™ ar-
chitecture of the HP3000.
o From the IBM-360, circa 1963, comes the “dynamic
control store” of the Varian V70 Series and Hewlett
Packard 2100M X.

Figure E. Reality Speaks ENGLISH

At the other end of the scale, LSI allows a computer
(with reasonable performance) to be built on very few
chips for $500 and yet have a mean time between fail-
ures (MTBF) approaching 50,000 hours. Thus, today’s
minicomputer range is so broad that equipped with a va-
riety of peripherals, it can be fitted for applications with
budgets ranging from $10,000 to several millions of
dollars. The unifying notions are no longer size or price.
The term “minicomputer” now denotes modular con-
struction and task-oriented system design.

MINICOMPUTER TECHNOLOGY

The “mini” in minicomputer acknowledges that these
units have generally been associated with limited size,
limited price, limited performance, and limited support
from the manufacturer. Manufacturers are removing the
“limitations™ previously associated with minicomputers
as fast as they can; superior performance and software are
now available — at a price. Discussion will be anchored
on middle-line minis, while the extremes of micros com-
puters and mini-facility configurations are spotlighted.

Figure F. Hewlett-Packard HP 3000

Design Philosophy

Minicomputers are designed as general-purpose com-
puters with a mix of logical, arithmetic, and input/output
(1/0) functions. These features are complemented with
packaging that permits easy build-up from small configu-
rations. Processor options, memory, and peripherals can,
in general, be added by plugging-in circuit boards to
prewired spare connectors in the computer chassis.

Minicomputer chassis are usually made of light sheet
metal, which is satisfactory for practically all commer-
cial installations. If the computer will be moved
frequently, a specially ruggedized model might be
selected. Recent packaging trends have been toward
large circuit boards, which reduce the number of
mechanical connections and make the units more reli-
able. For example, the entire Nova computer is con-
tained on a single 15-inch-square circuit board; the In-
terdata 7/32 on two 15-inch boards.
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Manufacturing economies are often effected by using
power supplies of questionable merit. More than one
manufacturer has had greater difficulty with the system’s
power supply design than with the processor.

The computer design can be shaded towards a broad
applications market. A manufacturer can include many
features as standard if the intended market requires those
options. Machines intended for word-processing or ac-
counting applications generally use shorter word lengths
with multiple word instructions, and they implement
hardware decimal arithmetic. Machines intended for sci-
entific calculation or process control applications gener-
ally use long word lengths and frequently hardware for
floating-point arithmetic.

75—-11

Figure G. Interdata Models 7/16 and 7/32

Table 1 summarizes the general characteristics of
minicomputers. The “average’ column presents a picture
of the middle-of-the-line mini. Minimum and maximum
columns indicate the range from very small, single task
computers to very large, facility-oriented machines. A
“maximum” mini would be supported with many periph-
erals, an operating system, and, probably, a large staff.

Central Processor Unit (CPU)

The central processors are usually single-address, bi-
nary units with negative numbers expressed in two’s
complement form. Central processors vary most in the
number of accessible registers, instruction sets
implemented, instruction decoding technique, interrupt
handling capability, and 1/O facilities.

Arithmetic and logical operations are performed on
data brought to the CPU from memory. The data is held
and transferred between registers during these opera-
tions. A register is merely an assemblage of electronic
components (flip-flops) that contain the data word while
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Table 1. Minicomputer Characteristics

Minicomputer Size

Characteristics Minimum Average Maximum
Memory
Word length (bits) 8 16 32
Type Core or Core Mixed
semicon-
ductor
Size (bits) 256-4,096 To 65536 To 262,000
Increment size 256 8,192, 16,384,
(words) 16,384 32,768
Cycle time (Usec) 8 0.75-1.75 0.64t0.3
Parity check No Opt Std
Memory protect No Opt Std
Direct addressing +128 5124,096 All of
(words) memory
Indirect addressing No Yes Mulitilevel
‘Sub-word addressing No Byte, half-  Byte, bit
word
Central Processor
General-purpose 1,2 24 To 64
registers
Index registers 0 14 15
Hardware multiply/ Opt Std Std
divide
Floating-point No Opt Std
hardware
Double-word No Opt Std
instructions
Input/Output
Programmed 1/0 Yes Yes Yes
channel
1/O word size {bits} 8 8/16 8/16
Priority interrupt 1 1 std, up 4 std, up to
lines to 64 256
Direct memory Opt Std Std
access
1/O maximum trans- 125000  To/Million To 5.0 x 108
fer rate, DMA
(words/sec)
Other Features
Real-time clock Opt Yes Yes
Power fail/restart Opt Yes Yes
Largest disc 48 9 85
(megawords)
Assembler Yes (not Yes Yes (macro)
macro)
Compiler BASIC, BASIC, BASIC,
FORTRAN FORTRAN, FORTRAN,
COBOL COBOL,
subset ALGOL
Operating system Yes: cassette Yes: disc, Real-time,
or core- tape, or foreground/
based core-based  background,
cassette time sharing
Percentage of Units 38 60 2
Installed
Purchase Price* $1,000 $8,000 $22,000
Est. Annual Growth +100% +30% +200%

*Purchase price is for the average computer in its class without
peripherals,

it is being processed. Some registers are accumulators (of
data).

The elements of the computer are connected by buses
over which data and instructions move. Generally two
buses are used: one for transfers between memory and
CPU and another for transfers between the CPU and its
peripherals (the outside world).
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Most processors use one-word instructions with the
following format: 4 to 6 bits for operation code. 2 to 4
bits for modification ficld. and 8 or 9 bits for the address
field. Most of the operation codes are used for memory
referencing instructions. Non-memory referencing in-
structions use additional bits of the instruction word to
define the operation code; thus, the number of instruc-
tions can be quite large. Most have an instruction set of
64 to 100 instructions; some have many more. over 200.
The modification ficld further defines the instruction,
usually specifying an addressing mode (indexing. indirect
addressing. or both) and a literal (immediate) address: or
specifying a two-word instruction. The address ficld
provides an address increment or a literal. The effective
address is calculated in accordance with the address
mode; usually the contents of the program counter speci-
fy the base address and the address field specifics an
increment or the core address within a page. Some minis
have page registers that can be loaded with the page
number of the core arca from which operands are being
extracted. Two-word instructions allow direct addressing
of large memories — a common method of extending
the addressing capability for large minis. The Interdata
7/32. for example, can address 1 million bytes of
memory.

The basic instruction set usually includes the arithmet-
ic operations of fixed-point add and subtract: multiply
and divide are implemented by subroutine but usually
are available with optional hardware.

Double-precision operations are sometimes provided.
Most larger minis offer floating-point hardware as an op-
tion, but this featurc is usually expensive. All offer some
form of logical. compare. and shift operations. Many
also offer byte and bit manipulation instructions. The
1/O instruction is usually very general. It transfers con-
trol. status. and data words between the peripheral
devices and the processor's accumulator. Commonly, the
1/O instruction also provides control of optional features.
They arc addressed as external devices.

Classical CPU design includes a program counter, an
accumulator, an accumulator extension register, and one
or more index registers. Newer designs provide a number
of general registers that can be used as accumulators or
index registers. Sometimes a condition register keeps
track of processor status with respect to overflow, opera-
tion mode, or the result of a comparison.

Some newer systems, such as the Digital PDP-11. fea-
ture two-address instructions that specify source and
destination addresses calculated using the contents of
general registers. This architecture lends itself to real-
time processing and multiprogramming because the gen-
eral registers can operate as stack pointers for stack ma-
nipulation and context switching.

Unfortunately, many manufacturers are stuck with old
processor designs because of the large investment in soft-
ware. Microcoding, however. has allowed some freedom;
the processor can utilize modern design but emulate

older systems in microcode for software compatibility.
This nced for compatibility places many restrictions on
system design. but it does protect the users’ investment in
software.

Memory

Memory technology has advanced rapidly. In the early
seventies. many people predicted that ferrite cores as
CPU local memory would be replaced with solid-state
memory. The decline in the cost of core. however, has
kept core the standard for minicomputer memory. Semi-
conductor memory is faster, but it forgets when power is
removed. A third type is Read Only Memory (ROM). As
its name implies. it can only be read, not written. This
restriction has two attributes: it is nominaltly twice as fast
as a read/write memory having the same clock rate, and
it is secure from inadvertent modification. Therefore,
fixed, unchanging data or code can be located in ROM.
Often all three types are offered by a manufacturer and
can be mixed on a system.

Computer memory can be functionally divided into
program storage and data storage. The CPU accesses a
program instruction and then, based upon the instruction,
recovers or replaces data. Besides communicating with
the CPU. memory usually can communicate with 1/O
devices via dircct-memory access (DM A) facilitics. Thus,
both the CPU and 1/O devices share the memory bus.

Memory size can range from a few words for a small,
fixed process to hundreds of thousands of words for a
time-constrained major activity.® The addressing tech-
niques used by the instruction set arc often supplemented
by special memory “mapping” hardware for very large
memories. The mapping hardware provides selection of a
particular block of physical memory. Memory is usually
subdivided into modules of 4K, 8K. or 16K words: some
vendors, such as Modular Computer and PRIME Com-
puter. have 32K-word boards. More elegant memorics
have multiple ports of entry so that a module can be
shared by two or more CPUs, or by a CPU and a DMA
device. Multiple ports can double or triple throughput if
data in one memory module can be processed while data
is transfered between other memory modules and periph-
cral devices.

Memory word size can be extended to include
provision for error recognition and correction. Simple
detection is afforded by adding a parity bit. If several
more bits are added to each word, special hardware can
not only recognize errors but also correct them.

Memory protection can be accomplished word-by-
word by adding a protect bit to each word. Area protec-
tion. using separate logic that establishes upper and
lower bounds for protected memory. is much more
common.

Core memory construction is very much a manual

process; fine wires must be strung through the ferrite
doughnuts. Consequently, memories are made in places
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where labor costs are low — generally outside the
United States. This construction method also makes it

very expensive to thread tiny ferrite cores, and faster

memory speeds are obtained by making the cores smaller.
Thus, there is a natural price break for core memory with
a cycle time of about | microsecond.

Instruction Set

The computer’s instruction set defines the most primi-
tive functions that are available to the programmer.
When these operations are given mnemonic names (such
as ADD for addition operator, BEQ for branch if regis-
ters equal) and combined with the rules for instruction
use, the result is the machine’s Assembly language.

Figure H. MODCOMP 11/12 with Two 32K-Word
Memory Boards

A minicomputer’s vocabulary usually consists of from
70 to 200 different operations, including memory refer-
ence, logical register manipulations, comparisons, and
transfer instructions. The computer word has fields com-
mitted to define an operator, a memory address, and
modifications to operator or address fields. Modifica-
tions to instructions may specify variations on a basic
operator; modification of addresses defines indirect or
indexing functions.

The computer’s instruction set is usually determined
by fixed wiring of electronic components within the
machine. Most recent designs however, employ a con-
cept first advanced by M. V. Wilkes in 1951.7 Wilkes
proposed that a program, that is, a sequentially executed
procedure, could be brought inside the CPU and used to
define the instruction set of the machine. An ADD in-
struction, a single operation as seen by the programmer,
would actually be effected inside the CPU by a subrou-
tine of microinstructions. Each microstep would deal
with intrinsic computer operations that are more primi-
tive than the Assembly language.
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This approach, called firmware or microcode,
provides a means of making changes in a computer’s in-
struction set without scrapping the hardware design.
This facility is of limited value to the user except for
special circumstances, such as emulation or specialized,
time critical instructions. It does permit the manufac-
turer, however, to extend or purify the computer’s design
with minimum pain. Firmware is of negative value if this
approach reduces computer throughput. Within the past
few years, the increased speed of logic circuits has made
the technique practical. Early Interdata machines, for
example the Model 3, used firmware but were slower
than comparable hard-wired machines. ROM was used
for its speed and security. Today, a number of manufac-
turers — Varian. Hewlett Packard, Prime — have

Figure I. Varian Data Machines V-72,
Second in V70 Series

Figure J. Hewlett-Packard 21MX Computers
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relaxed the rcad-only constraint and provide writable
control store (WCS) tor their systems. The speed of
solid-state memory makes WCS practical. Now. for some
systems. the instruction set can be moditied or extended
dynamically while the machine is operating.

Input/Output

Two basic means of 1/O are available: programmed
and automatic. The processor’s data channel (or bus) is
generally one word wide (16 bits for a 16-bit word pro-
cessor). The channel transfers control and status informa-
tion as well as data. For programmed /O, all information
is passed as a result of executing programmed instructions,
For automatic I/O. control information is passed to a
device controller specitying the mode of operation. the
memory area involved in the transfer. and the amount of
data to be passed. Once the transfer operation begins. it
proceeds to completion using the DMA facility without
further intervention by the program. Often, the comple-
tion of a block transfer causes an interrupt from the device
controller to signal that the device is available for another
transfer.

Fast devices such as tapes. disces. and drums require
automatic block 1fO. Slower devices can operate under
cither regime. Since hardware controllers for doing
block /O are relatively expensive. control information
governing automatic block transfers can reside in special
memory locations associated with onc or more data
channels. or it can reside in the device controllers.

Most minicomputer vendors provide controllers for
industry standard 1/O devices: high-speed paper tape
units. punched card rcaders and punches. line printers,
magnetic tape transports, plotters, displays, and Teletype
units. Almost all manufacturers provide mass storage
devices such as disc. drum, or tape for their products.
Magnetic tape cassettes and floppy discs are among the
latest offerings from the vendors. In addition. a number
of independent firms offer peripherals with controllers
and controller software for the popular minicomputers.®

Interrupt Function

The interrupt facility allows the computer to recog-
nize the occurrence of an asynchronous external event.
Then, the CPU pauses in its processing to service that
event. Software analysis of the interrupt is required on
the simpler minis to identify what to do. Morc sophis-
ticated schemes provide a transfer vector and interrupt
priorities or levels.

Interrupts include both external — outside world
events — and internal — machine-gencerated events. In-
ternal interrupts. sometimes called traps, include power
failure sensing. illegal instructions, memory parity. mem-
ory protect, and real-time clock cvents.

When an interrupt is recognized. processor control is
transferred to an interrupt processing routine. At this
point, it is usually necessary to save the current status of
all registers that will be used by the interrupt processor
so they can be restored when the interrupt routine is
finished. This status-saving/restoring is done automati-
cally on a number of computers.

External interrupts are under program control and can
usually be individually disabled or inhibited. A disabled
interrupt level ignores an interrupt signal. An inhibited
interrupt level stores the signal but does not cause an in-
terrupt until the inhibition has been removed.

A hardware provision blocks out all interrupts until the
interrupt servicing subroutine has stored the status of the
processor: the contents of the accumulators. index regis-
ters. program counter, and overfiow. In addition. hard-
ware also blocks out all interrupt levels of an equal or
lower priority than the one currently being serviced.

When cach interrupt condition is connected to a unique
interrupt level, the source is identifiecd immediately. When
several interrupt conditions arc connected to a single in-
terrupt level. additional processing is required. Some
systems have a hardware provision for reading the address
of the highest-priority device with a single 1/O instruction.
Others require a separate 1/O instruction to test each
device status flag. Most minis provide multiple interrupt
levels: thus devices that require a fast response time can
connect to unique interrupt levels, while several devices
that can tolerate a longer response time are multiplexed
into a lower-priority interrupt level. Some interrupt
systems automatically inhibit the interrupt system from
the time an interrupt is granted until the system is released
by instruction. Others have hold-and-release interrupt
instructions.

The cfficiency of an interrupt system is determined by
the time required for the overhead functions: to identity
the interrupt source. to inhibit further interrupts until pre-
liminary servicing is finished. and to initiate the interrupt
service routine. These operations can be performed by
hardware, software, or a combination of the two.

Software

All manufacturers supply “system software™ to assist
the user in developing applications programs. The
minimum level of support includes a text editor. as-
sembler. loader. and utility subroutine package. Most
vendors also supply FORTRAN and BASIC language
processors  together with an  operating system  that
permits their use. Such systems generally require at least
16,000 words of local memory and some form of high-
speed data entry (disc. magnetic tape, or fast paper tape).

More elaborate operating systems supporting time-
sharing and rcal-time operations are available from most
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vendors. ALGOL., COBOIL., and subsets of these lan-
guages are also available for some systems. At this level,
diagnostics, debugging aids. and useful subroutine
libraries are common.

Training

The major vendors conduct maintenance and
programming courses for their customers. Typically an
arrangement is made with the salesman when a customer
wants to attend these sessions. Detailed reference materi-
al defining hardwarce and software products is generally
available free from all manufacturers.

Successful minicomputer user groups that share soft-
ware and product expertise are a rarity. [ DECUS (Digi-
tal Equipment User's Socicty) is a notable exception.]
Because machines are often dedicated to a single task.
therc has been no great pressure from users to maintain
communication with each other. The impetus for such
activity has been an off-again, on-again interest of the
manufacturers. The trend to facility-oriented, big minis
may change this situation.

APPLICATIONS

Appropriate applications for minicomputers arc as
numerous as leaves on a tree. The key attributes of a task
to make it a candidate for solution with today's small
computer technology arc as follows:

e It requires computation or logical testing.

® Process is repetitive — frequently or cyclically per-

formed.

e Manual method is either too slow or too inaccurate.

e Requirements change with time.

e Expenditure must be modest.

® Process must operate unattended.

Application arcas for which minicomputers are used
arc so broad that whole ficlds of specialization develop
within them. Process control applications, for example.
can range from the control of a small, simple laboratory
experiment to the control of a large oil refinery or chem-
ical plant. Automating the laboratory process affects
little outside the laboratory involved. Automating an oil
refinery or chemical plant, however, has ramifications
far beyond the computer site and can affect hundreds of
people and picces of equipment. In fact, the personnel
problems in setting up a large process control center are
so great that most books on the subject devote large por-
tions of the text to ways of handling them.

Small computer applications can be divided into five
broad categorics, as shown in Table 2. For cach applica-
tion. special equipment and software have been devel-
oped and applied, depending on the size of the task in
hand. Each satistics one or more of the attributes iden-
tified previously. For further reference, the bibliography
has been organized to reflect the breakdown shown in
Table 2. Regardless of the nature of the task. the preemi-
nent requirements for successful computer application
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Table 2. Applications of Minicomputers

Computation
Accounting Functions
Sales Analysis
Order Entry
Inventory
Production Scheduling
Bill of Materials
Engineering, Scientific Computation
Time Sharing
Word Processing
Key to Disc, Tape
Text Editing
Typesetting, Photo Composition
Computer-Aided Design
Computer-Aided Instruction
Communications
Remote Batch Terminal
Line Concentrator
Front-End Processor
Message Switching
Data Acquisition
Telemetry Decommutation
Data Reduction
Data Conversion
L.aboratory Experiment Control
Medical Test Analysis
Process Control
Automatic Testing
Numerical Tool Control
Traffic Management

arc that management understand the task and make a
solid commitment to the computer-based solution.

Because of their low cost, minicomputers tend to be
located close to the hands of the user. Thus. minicom-
puter systems design must be very attentive to the human
engineering of hardware and software.

Rather than look at the uses of a minicomputer tfrom
the point of view of a specific application, or vertical in-
dustry. one can look at the different ways the computer
is used regardless of application. Viewed thus, minicom-
puters are used in the following ways:

® As stand-alone computer systems.

e As dedicated computers performing the same opera-

tion day after day.

e As modules in a hierarchical system.

As a stand-alone processing system, the computer per-
forms a varicty of functions depending on its programs.
The stand-alone system can be a simple one, with small
memory and a single typewriter station with slow paper
tape for 1/O. Software can include an assembler; a
loader; 1/O handlers: editing. debugging. and diagnostic
routines: and some math subroutines.

On the other hand, the stand-alone system can be large
and comprehensive. 1t could include a large internal
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memory. a disc for external storage. and multiple 1/O
devices. such as key-entry stations. paper tape. magnetic
tape. and printers. Software can include a disc operating
system with control for several real-time processes in the
foreground. and priority-selected batch processing facili-
ties for programs written in an Assembler language.
FORTRAN. or ALGOL in the background.

Dedicated processors can be used as an extension of

the operator. who can do the job better, as in product or
environmental testing. process monitoring. and  data
acquisition.! The computer interfaces directly to control
or monitoring cquipment and is programmed for interac-
tion with the opcrator. Parameters for the function per-
formed can be provided by the operator or by sensors.
The computer acquires data, analyzes it in relationship
o the parameters, and communicates the results to the
operator or to equipment that it controls. In addition.
the computer can prepare and maintain  statistical
records on data received.

A minicomputer can also function as one module in a
large computer system. preprocessing data for the larger
computer, handling communications among many termi-
nals. or performing most functions on its own and calling
on the large computer only when problems are too large
or too complex for it to handle. These systems can be very
efficient with cach component performing those functions
for which it is best suited.

There is a trend to decentralized systems that operate
both as stand-alone computer centers and as terminals to a
central facility. In this situation. a minicomputer (or
smaller microprocessor) may be located at the remote sites
while a larger minicomputer or maxi time-sharing system
operates as the parent at the central site. This configura-
tion is attractive to organizations with many remote of-
fices. Large central files need to be maintained. and they
are updated from the ficld offices periodically. Computa-
tion needs of both central and remote offices are per-
formed by the on-site processors.

ADVANTAGES AND DISADVANTAGES
OF MINICOMPUTERS

The greatest advantage of the minicomputer. in com-
parison to large computer systems, is that a user can buy
the specific amount of computer power required for a job.
The minicomputer is general-purpose and can be used to
perform any function, within its size limitation, for which
a program has been written. Because the overall cost is
low. the minicomputer tends to be located at the problem
site rather than in a computer center. and users can in-
teract with it directly. It can be dedicated to a single
problem or related set of problems. It can be fine-tuned to
solve a problem as the problem should be solved. A gener-
al solution need not be adopted: a task-cfficient approach
is acceptable.

Generally. minicomputers are compact and rugged and
do not require specialized environments. In addition,

most minicomputers are as fast as. in some cases even
faster than, their larger counterparts and can provide in-
stantancous response to an external request for service.
Because a minicomputer is used by a smaller group of peo-
ple. the effect of a computer malfunction is not as
catastrophic as it is in a larger system. Indeed, hardware
redundancy can be structured at moderate cost.

The greatest disadvantage of minicomputers to date has
been the difficulty of programming because of the limited
amount of software supplied with a system. This difficulty
is gradually being overcome. especially for older designs.
Vendors are commonly supplying operating systems that
allow program development concurrent with on-line
tasks.® Various manufacturers now supply ALGOL.,
FORTRAN. BASIC. and COBOIl.-subset language

processors.

The other major disadvantage is the availability of
ficld engincering and spare parts. ‘Fhis problem is en-
demic and not necessarily confined to new or small man-
ufacturers. As the industry matures, more systems are
being based on vendor-supplied operating systems and
languages. and system software support is an important
factor.

The very reliability occasioned by the move to large
boards and wirc-frece packaging has created a sparcs
problem. When the PDP-8 had 60 circuit boards of nine
types. a spares kit could be obtained for a rcasonable
price. However. a spare for the Nova CPU is another
complete CPU.

Other disadvantages relate to manufacturers” attempts
to reduce costs. These items tend to be irritating rather
than scrious: switch toggles that break. lamp sockets
poorly made. or inaccessible fuses and lamps. These
problems tend  to  vary from manufacturer o
manufacturer.

SELECTING A MINICOMPUTER

‘There is no best computer on the market. no computer
has the lowest overall price/performance ratio, and no
one can guarantee which computer is the best for a partic-
ular user application. On the other hand. many good com-
puters are available, many computers have  good
price/performance ratios, and several computers can
probably do a particular job well. The problem is to iden-
tify those computers.

Unfortunately. selecting a computer for a specific job
is not casy. Still, if done without panic and without rush,
the rewards of the search can include raising the staff’s
technical competence, understanding the individual
application better. and building a firm foundation for the
decision-making that will accompany future develop-
ments within the application.

The wise selection of a computer depends on the
selector(s) fully understanding the application. A number
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of people can be involved. but cooperation among the ul-
timate users s essential. The group of end users must de-
velop a set of criteria for selecting a suitable computer,
and these criteria must reflect the needs of cach user’s
application arca. Expressing these criteria in computer
terms is a non-trivial task that must be accomplished.
and  should involve someone  with a  computer
background. Because it is human nature for cach to con-
stder his personal needs most important. some member
of the selecting group must have responsibility  for
leading the group toward satisfactory compromises. Such
compromises might be expressed as weights applied to
the selection criteria.

Developing the weighted selection criteria is an educa-
tional process and is the hardest part of the selection
procedure. Application arcas must be viewed in terms of
what is now done. what can be done better by com-
puters. and what can be expected in the future. Each
person in the group must appreciate what computers can
do from the functional point of view: cach must discern
that computers vary in architecture and capability: and
cach must understand that. whatever the hardware capa-
bility. the viability of the system is dependent on suc-
cessful software.

The goal in any sclection procedure is to choose a
vendor or vendors that present the best combination of
technical solution and system cost. Depending on the
size of the project. the procedure for selection will be
quite detailed or accomplished in an afternoon (with the
back of an envelope for notes).

This procedure can be adjusted as necessary to suit
large or small projects. The following algorithm is appro-
priate for selection:

e Establish minimum performance and maximum cost

standards.

® Determine performance criteria. note thresholds or

minimum  performance levels. for example band
width and speed.

e Relate performance criteria to computer and periph-

cral characteristics.

® Determine vendor characteristies that are important

to the project.

® Assign numerical values to the quantitiable hard-

ware and vendor characteristics.

® Rank the various characteristics and weight them, if

necessary.

® Dcetermine total cost of proposed solution — cost of

vendor proposal plus cost of internal engineering.
management. and programming for the proposed
solution.

® NMap the performance and price data developed.

® Make a subjective decision based on the clear under-
standing ot cost and  performance  trade-ofts
provided by the objective data.

Objectivity can be maintained by setting up important

criteria in advance of evaluation. Ranking or weight as-
signment is done before seeking vendor proposals. Ob-
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jectivity is guaranteed by using measurable. quantifiable
characteristics.

Cost-effectiveness requires considering all clements of
a project that contribute to its cost. These factors include
training. supplics. and spare parts. Note that even the
FORTRAN programmer must relearn the language and
the new compiler control mechanisms when moving to
ncw hardware. An inexpensive printer that uses expen-
sive. treated paper may not be a bargain over the
system’s fifetime.

The final decision is based on solid information. Sub-
jeetive considerations are restricted to evaluating the im-
portance of adequate cost and performance margins,
based on maximum cost and minimum performance ini-
tially established. Observe that sclection cannot be based
on the notion of an absolute performance/cost evalua-
tion. Many criteria, such as personnel experience. are
situation- and time-dependent.

The difficult step in this algorithm is the conversion
from task specification to computer characteristics. The
selection criteria must be expressed in computer terms,
and the weight applied to cach criterion reflects the im-
portance of that parameter to the particular application.

The following clements of computer systems usually
form the basis for selection criteria:

e Central processor.

® Mcemory.

® 1/O structure and channels.

® [nterrupt system.

e Standard peripheral devices.

e Software.

e Manufacturer.

Central Processor and Memory

The central processor and memory determine to a
large extent the computing power of a computer system.
Important memory characteristics are word length. cycle
time. and size. Ideally. the word length should corre-
spond to the data precision required by the application.
I'he cycle time determines the speed of the computer,
but the user must beware of considering cycle time
alone. How cfficient is the instruction set for the specific
application? For example. fast instruction execution may
not offset a communications interface that requires sev-
cral instructions for cach 1/O operation.

The memory size determines the complexity and size
of programs the computer can run and the type of soft-
ware that can be supported. Additional memory features
that are often important are memory parity and memory
protection.

Important central processor characteristics are the in-
struction set. addressing capability, speed of instruction
execution. number and kind of program accessible regis-
ters. number of internal interrupts. and optional features.
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If the instruction sct does not include a required func-
tion such as floating-point arithmetic. software routines
must perform the operation. These routines occupy
memory storage space. Execution time is longer than for
a comparable hardware operation. Some minicomputers
have control stores (either writable or read-only) that can

implement new. specialized instructions.  Additional.
pluggable hardware can be added to perform  the

required function. Floating point and fast Fourier trans-
form processors are examples.

Memory organization can have a profound effect on
the way in which software is developed. For example.
the most successful mini. the PDP-8& has memory
allocated in 256-word pages. An instruction can directly
reference only those addresses within its page (or a base
page). When working in a higher level language. the
programmer is masked from such considerations. but
inefficient execution times may resuft if program size
passes certain thresholds.

The speed of instruction execution is usually a func-
tion of memory cyvele time. Each instruction must be
fetched from memory. and many instructions require
another memory operation for data.

The number. size. and arrangement of index registers
and accumulators affect the time required to do a job
and the memory space required by the program. Index
registers save memory references to software index regis-
ters set up in memory and thus cut down on the number
of indircet references made. They can make  the
programmer’s job casier for loop control and finking to
subroutines. The number of accumulators also deter-
mines the precision of arithmetic operations, the case
with which precision can be increased. and. generally,
the cfficiency of the processor.

The number of internal interrupts and number of op-
tional features offered are factors in determining the
flexibility of the processor for a particular application.
The sclection criteria should specify all optional features
required.

I/O Structure

Small computers are often tied to sensor- or operator-
based systems. and the 1/O structure is a major factor in
evaluation. The most common 1O facility for minicom-
puters is a programmed party-line channel to which pe-
ripheral device controllers interface for transferring data,
status information, and commands. The number of
devices the channel can support and the maximum al-
lowable length of the bus vary from CPU to CPU.
Channel performance is determined by the number and
kind of 1/O instructions and the facilitics for determining
which device requires service.

I/O transfer rates are affected by the memory address-
ing techniques. the instructions provided for controlling
and testing counters, and other factors such as the ele-

gance of the [/O instructions. Most minicomputers have a
generalized HO instruction that is used to transfer data
control words or status words between the accumulator
and a peripheral device controller. The instruction set
should be examined to determine how casily the processor
identitics a device requiring service.

Most minicomputer systems include a direct memory
access (DMA) channel to allow high-speed data transfers
between peripheral devices and memory. with the data
transfers under control of the channel.

Processor time devoted 1o 1O operations is a function
of the number of peripheral devices in the system. their
frequency of use. and the execution time of the software
1/O routines. Requirements for the application must be
carcfully analyzed and the criteria defined to eliminate
from consideration all computer systems that do not have
minimum performance. Vendor proposals should note the
number and kind of O channels supplicd and the costs
for extending these.

Interrupt System

The function of an interrupt system is to signal the
processor that an untimed (untimely) event has occurred.
A priority interrupt system establishes a hicrarchy of im-
portance for the attention-getting signals.

A simple interrupt configuration includes one line to
which all devices interface. Software analysis is required
to determine which deviee has caused the interrupt and
what action to take. The Nova and PDP-8 machines use
this scheme. The order in which interrupt servicing rou-
tines test the status of devices that can cause the inter-
rupt establishes the priority of the devices.,

A truc priority interrupt system provides a number of
interrupt lines, with a memory location dedicated to
cach linc to select the interrupt servicing routine appro-
priate to the interrupt signal. This setup significantly
decrcases the response time of the processor to interrupt
signals.

The priority of interrupt lines can be hardwired and
fixed. or controlled by bits set in one or more program-
mablc interrupt control registers. Programmable regis-
ters make the interrupt system more flexible — impor-
tant if the various peripheral devices assume different
prioritics from program to program.

Normally. the instruction sct includes a provision for
blocking out all interrupts so that crucial processing can
proceed. such as a routine to load or store the interrupt
control registers. In addition. the interrupt system can
block out all interrupts except those of a higher priority
until an interrupt servicing routine is finished. The in-
struction set also includes some means of restoring the
interrupt system 1o its state prior to the beginning of the
interrupt servicing routine.
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When a program is interrupted. the volatile CPU reg-
isters must be saved. This overhead may be handled in
hardware or softwarc. The method should be noted in
the evaluation.

Standard Peripheral Devices

Vendor-oftered peripheral devices and their delivery
times may climinate many minicomputers from consid-
cration by the selection group. Most minicomputer man-
ufacturers do not make all of their own peripheral
devices. Instead., they buy standard devices and provide
the controllers for a particular computer. Generally, the
cost for peripheral devices is relatively higher than that
for a processor. Recently., many new products have en-
tered the marketplace. Costs have been dropping for two
principal reasons:

e Performance standards have been moderated.

® [arge minicomputer sales have permitted volume

sales of peripherals.

The alphanumeric CRT/display with keyboard is a
good example of how prices have been reduced.

Price
Year Performance (interfaced) Vendor
1967 250,000 cps $40.000  CDC
1972 1.000 cps 3.000  Hazeltine
1975 100 ¢ps 1.800  Digilog

The dilemma faced by the minicomputer manufac-
turer is which of the many new products to offer with the
computer. The dilemma faced by the buyer is how many
different vendors to use.

Today. the CPU manufacturer generally offers a wide
varicty of peripherals. but not necessarily the latest or
best. The manufacturer also tends to develop and
produce some peripherals, such as Hewlett Packard car-
tridge discs, Digital DECtapes. Data General cassettes
and fixed-head discs.

Meanwhile. the popular computers are supported by
many independent  vendors who can supply plug-
compatible devices. Often. as with a disc, significant
software comes from the vendor. These peripherat
vendors often are credible though some arc not. In the
arca of peripheral evaluation. much greater emphasis
should be on the device's performance in a benchmark
situation since only a few devices fit the particular needs
of a given project.

Interfaces Available

A majority of minicomputer manufacturers provide
interfaces to standard data communications devices, to
analog/digital and digital/analog devices, and to scnse
and signal modules. Some manufacturers specialize in
these applications and have extensive hardware options
as well as the software to support the equipment.
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It the application requires interfaces to special-pur-
posc devices. the selection criteria should include inter-
face requirements. The cost of designing special-purpose
interfaces can become a signiticant fraction of the total
project cost.

Software

One of the most important components of a new com-
puter is its softwarce. Itis eritical to performance and is the
most frequently underestimated. misunderstood item in
the system budget. Because the cost of minicomputers is
small. many minicomputers do not have extensive system
software. The selection criteria should include the
required software. with weights applied to the desired fea-
tures for future as well as current needs. In fact. the system
software supplicd by the vendor controls the case and
speed of applications program development.

If the manufacturer writes oftf software production
costs in the hardware price. the system cost increases as
more system software is included. On the other hand. if
the user needs system software not produced by the manu-
facturer of the system he buys, the cost for its develop-
ment must be added to the price ot his computer. This cost
will be much higher than if the manufacturer distributed
the software charge over many computers. In other words.
well-conceived system software that is needed for an indi-
vidual application is much cheaper for the user (o buy
from the manutacturer than to develop. and the selection
criteria should reflect this view,

The user must determine the software selection eriteria.
Because software needs are tied to an application arca as
closely as hardware needs. criteria can vary from applica-
tion to application. Despite the previous disclaimers. cer-
tain general software characteristics should be included in
the software criteria.

Generally. the cost per line of software developed is in-
versely proportional to the investment in hardware, In
other words. the less expensive the hardware. the more ex-
pensive it is to program. It is uneconomical. for example.
for the programmer to do clerical chores such as loading a
suceession of paper tapes or stepping through a compiler
process. It the system does not support program develop-
ment. then an alternative must be identified and its cost.

System software universally includes an editor and an
assembler. A variety of conventional and special-purpose
compilers are available — not all from the same vendor.

Manufacturers emphasize the following features of
their assemblers and compilers:

o Number of passes of the source code.

® Memory required.

® Quality of syntax checking,

e Pscudo-operation codes.

e Absolute or relocatable output code.

o User-defined macros in the Assembly language.

® Library calls and in-line Assembly code provided.
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The selection committee must consider the ease and
speed with which applications programs can be coded.
debugged. and run on the system. An initial decision is
what language should serve as a basis for development.
The fundamental considerations are as follows:

e Compiler languages are superior because programs
can be developed faster. documentation is better.
and larger pools of trained programmers arc avail-
able.

e Assembler languages produce more efficient code.

e Some languages will not be available on otherwise
superior cquipment.

e Compilers require operating systems for support.
1arger. more elegant languages often are not accept-
able in the user environment until many months
after their first release (caveat emiptor).

Most assemblers require a minimum of two passes of
the source code to produce an assembled program. and a
so-called one-pass assembler either leaves many refer-
ences to be resolved by a loader or is a two-pass as-
sembler. which does not require the source code to be
read from an input device twice. The first pass checks
the source code for syntactic crrors and builds the
symbol table in memory. The second pass completes the
assembly and tags unresolved references for the loader,
The language compiler adds one translation pass at the
front end of this process.

Utility routines should be supplied for arithmetic and
data conversion and for source code debugging. 1/O
handlers should be provided. l.oaders should be fur-
nished for all software supplied with the system and all
applications programs.

System software should include diagnostic routines for
system maintenance. Tests should be provided to check
the opceration of every unit in the system and to diagnose
malfunctions within those units supplied as spare parts.
Many manufacturers provide software on a modular
basis. Each module requires a specific minimum hard-
ware configuration. number of memory locations, op-
tional features. interrupt lines, mass storage., and periph-
eral devices.

Operating systems for minicomputers are becoming
increasingly important, particularly for systems that
include mass storage devices. Most operating systems are
of the foreground/background type: one or more real-
time programs can be executed in the foreground and
one batch program can be executed in the background.
Batch background programs are sometimes priority-
oriented. Time-sharing opcrating systems for minicom-
puters are also available from major minicomputer man-
ufacturers and some independent vendors. !¢

Foreground/background operating systems make
minicomputers suitable for real-time control applica-
tions. and increase the efficiency of the overall com-
puting system. Real-time programs are incorporated into
the operating system and are executed in the foreground,
while batch programs can be executed during leftover

processor time in the background. The important feature
of these systems for control applications is that new real-
time programs can be debugged and prepared for incor-
poration in the operating system without closing down
the system.

Time-sharing operating systems are a variation of the
foreground/background operating systems. Instead of
real-time  control  programs being exccuted in  the
forcground. all time-sharing users are in the foreground.

Operating systems vary in complexity. depending on
the kinds of applications for which they were designed.
Most manufacturers who include operating systems in
their software packages otfer modular systems with more
features available as  the  hardware configuration
increases in size. Operating systems handle the following
functions:

e Communication between  the

system.

e 1/O.

e Scrvicing of the interrupt system.

o File definition and manipulation.

® Processor status.

e Initiation of program exccution.

e Core assignment.

operator and the

User programs have access to the preceeding facilities
only through the operating system to ensure against inad-
vertent destruction of the programs in core.

System generation permits tailoring the operating
system to a particular hardware configuration. Only those
modules required by the application are incorporated into
the operating system for that application. For example, if
the hardware configuration includes no magnetic tape
units. no magnetic tape handler programs are loaded.
System generation occurs only once for an installation
unless new equipment is added.

Organization of the operating system depends on the
type of system. Foreground/background real-time systems
execute programs on a priority basis: the priority of each
program application is assigned on the basis of the
required response time. The execution time of real-time
programs is usually short, and any long calculations are
performed by background programs. Background pro-
grams can be executed in the order reccived by the
operating  system, or programs can be executed in
accordance with an assigned priority that can be changed
by the opcrator via the console or control cards.

Time-sharing systems can assume all users have equal
priority and allocate a time slice to each one. Alterna-
tively, the time-sharing system can assume that some users
have higher priority than others: and the programs of
high-priority users are permitted to run to completion.

Communication between the operator and the system

can be via a Teletype keyboard/printer, card or tape
reader and punch, andfor line printer. The operating
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system includes an interpreter routine that decodes mes-
sages from and generates messages to the operator. The
communications codes provided limit an opcrator’s con-
trol over the system.

Opcrating systems handle all 1/O for the system; users
specify their 1/O via logical unit numbers. The operating
system maintains queues for the use of 1/O devices and
overlaps /O operations with processing.

The manufacturer designing the operating system
makes various assumptions on which to base the system.
These assumptions or system parameters arc based on the
hardware and the application for which the hardware will
be used: they include such factors as the average core
storage required by a foreground or background problem,
the maximum number of foreground problems. the max-
imum number of priority levels allowed, the type of pro-
grams that can be run in the foreground and background,
and the system software a user can utilize. Thus, a particu-
lar operating system can be too big and complex, too small
and simpleminded. or about right for a particular applica-
tion. depending on the parameters used in the system
design. The selection criteria must spell out the minimum
facilitics required of the operating system.

The structures of various files are based on the antici-
pated needs of the applications for which the system was
designed. The means for addressing. changing. and adding
to files should be examined in the light of the file use for
an application.

The operating system allocates memory for all pro-
grams executed. Normally. the memory map includes
three main arcas: one arca is assigned to the resident por-
tion of the operating system. another arca is assigned to
the resident applications programs. and the third area is
assigned for temporary use by all other executing pro-
grams — whether system or user. The amount of memory
devoted to resident applications programs and to tempo-
rary programs determines the size of programs that can be
run. If the temporary storage arca is too small for applica-
tions programs or for the required systems programs. then
more memory must be added.

Manufacturers also emphasize the system software
packages that can run under the operating system, the ease
of inserting programs into the batch strcam, the protec-
tion safeguards for users files, and the facilities for seg-
menting large programs into a size that can be handled by
the system.

In general, when considering operating systems, the
judgement criteria are not very different from those used
in evaluating operating systems of larger computers.
Usually, the small computer system must respond to new
requircments. however. Some insight into operating
system organization or methods for making additions —
specifically in the /O arca — is desirable.
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Qualifications of the Manufacturer

The characteristics attributed to the manutacturer
supplying the system are important in selecting a system
because users require many services from this manufac-
turcr. Consideration should also be given to the follow-
ing factors:

® Reputation of the sales personnel.

® Dclivery schedules and reputation for meeting them.

® Maintenance, distance of computer site from manu-

facturer or service center. and quality of the ficld en-
gincering staff.

e Softwarce support available for applications program-

ming.

o Number of systems delivered.

® Quality of documentation on hardware and soft-

ware.

® Training provided.

e General reputation of the hardware and software.

e Financial health of the vendor.

Settling on a System

At this point. the sclection criteria should include only
those features that are relevant to the application. Some
criteria are critical; these must be identified, and all
computers without the critical features should be ig-
nored. From the selection criteria, the selection com-
mittee should make up a hardware list and. using
AUERBACH reports or other computer surveys. select a
group of manufacturers that can do the job.

The committee can calculate hardware costs from
price lists or seek bids from the manufacturers of accept-
able computers. Seeking bids is preferable if special
cquipment, special services, or a competitive bid is
required.

The first step is to solicit the “long list.” which
describes the functional requirements and requests a
response of qualification and interest in bidding. From
this information the “short list™ of three to six vendors
will do; these are asked for a formal proposal.

Using the performance criteria described previously,
the next step is to calculate the system performance for
all acceptable computers:

N
Po = ) WS
i=1
where P = system performance
¢ = aparticular computer system

It

a selection criterion for an
application

i

N = the total number of selection
criteria for that application

W = criterion weight

S = implementation scale factor. 1!

A unique performance number (P) can now be as-
sociated with each acceptable computer system.
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When the proposals for the computer hardware are
received, the selection committee can compute a total
system price. This price includes the manufacturer’s
system price plus the estimated in-house costs for
programming, hardware, and operations. Once the total
system costs for all proposed systems are obtained, the
price/performance ratios are calculated for each by
dividing total system cost by the performance number.

Logically, using this method, the selection committee
selects the computer with the lowest price/performance
ratio (PPR). Other factors, however, can dictate
selecting some other system. The total system cost in rela-
tionship to the computer budget, for example, might force
the selection of a lower-priced computer with a higher
price/performance ratio. If two computers are roughly
equivalent, the committee might select one over the other
because of delivery schedules. Having performed the anal-
ysis described in the preceding paragraphs, the selection
committee can make decisions on a sound analytical basis,
and that is the main advantage of this approach.

FUTURE DEVELOPMENTS

The rise of minicomputer technology has been
explosive. The diversification of equipment and applica-
tions has been dramatic since 1968. Viewed from the
standpoint of the problem to be solved, the history of
computing technology can be described as follows:

Pre-history Mechanical computing; abacus to

Hollerith.

Widespread computation, but
unreliable and expensive.

Centralized large computers with
languages and operating systems:
problems forced to conform to batch
processing regimes.

Decentralized task-oriented processing,
using language and processors scaled
to the task.

Further melding of hardware and
software techniques, with highly
individual designs extending into the
CPU itself.

50’s

60’s

70’s

Beyond

It is a fact that minicomputer manufacturers are
selling larger average systems. One minicomputer manu-
facturer spokesman notes that the average system now
shipped is valued at $37,000. Four years ago it was only
$14,000. More system software and more peripherals are
available. The basic small computer is still very much
the big seller; but it has larger cousins now. The genealo-
gy can be observed by looking at Data General as an ex-
ample of the industry trend maker: first the Nova, then
the Supernova; the line was subsequently filled out with
Nova 800 and Nova 1200, then the “hairy” (big) 840; all
software compatible; followed by the tiny Nova 2/4 and
2/10; now the much grander ECLIPSE. Another ex-
ample is Varian: first came the simple 620A, then the
fast 620F, next the economical L100, and finally the
V70 Series; all software upward compatible.

75—12

Figure K. Data General Nova 2/4 and 2/10

The glamour and promotion are concentrated on the
maxi-mini and the new compilers, but this rising scale of
grandeur is deceptive. At the other end of the spectrum,
history is repeating itself. As the mini has challenged
large computer designers, now the microprocessor
challenges the established minicomputers. The bur-
geoning activity centers on a new set of suppliers — the
computer-on-a-chip vendors who are producing scaled-
down minicomputers. The decade ahead should see far
greater emphasis on system engineering, task-oriented
design than was ever true for minicomputer design. The
fortunate user can now choose from an almost complete
spectrum of solutions for a problem and truly find just
the right amount of hardware and software to do the job.

Figure L. Data General ECLIPSE® Computer
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under the label Dietz Mincal 1600,

(1) Dietz Mincal 621 is marketed in France and Italy under the label Telemecanique T621.

(2) Telemecanique T1600 is marketed in West Germany, Netherlands, Scandinavia, and Eastern Europe
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Microprocessors—Microcomputers
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MANUFACTURER
Model Number

PHYSICAL PACKAGE
Number of boards
Dimensions
Number of chips
Number of pins/chip
Power Supply (std, opt)
Console (std, opt)
Cabinet (std, opt)
PROCESSOR
Manufacturer
Model Number
Technology Used {n/pMOS, bipolar)
Word size
Data, bits
Instruction, bits
Clock frequency, KHz
Add Time, reg to reg, usec
Number of instructions
Number of registers
uprogrammed
Fixed-point Arithmetic (+, -, X, <}
Implementation (binary, BCD); (std, opt)

MEMORY
Types — (ROM/RAM/PROM)
ROM

Technology (n/pMOS, bipolar)
Word size, bits
Capacity, words
Cycle time, usec
RAM (std, opt)
Technology

Word size, bits
Capacity, words
Cycle Time, usec
ROM

Technology
How programmed?

Word size, bits
Capacity, words
Cycle time, usec

INPUT/QUTPUT
1/O word size, bits
Number of device addresses
Programmed 1/0
Direct Memory Access
Type of interrupt system

1/0 rate, wds/sec

Device interfaces available (List}

SOFTWARE
Assembler
Cross assembly (what system?)
Simulators (For what)
Languages

Operating System
Software (bundled?)

APPLICATIONS
Replace Hard-wired logic
Commercial processing
Data acquisition
Terminals
Device controllers
Process control
Any others?

First Delivery
Number delivered

STANDARD SYSTEM

PRICE, $

Other Features

American Microsystems

nc.
AMI 6800

1

40

+5V opt
No

No

Motorola
6800
nMOS

8

8,16
100

2

72

6 internal
No

Yes

nMOS
8

0.575
nMOS

128
1.0

8

10 max
No

Yes
Vectored

General purpose com-
munications interface;
peripheral interface
adapter; async commu-
nications interface adapter
modem; universal sync
receiver xmitter

Yes

Yes

360/370 1BM
FORTRAN IV

No
No

Yes
Yes
Yes
Yes
Yes
Yes

12/74

Single quantities/69

Applied Computing
Technology

2
5x7”
4

42

Opt
Opt
Std

Rockwell
PPS-4

pMOS

4

8

200

4.0 (4-bit wd)
5